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Abstract. Many modern cryptographic systems rely on having access to an

elliptic curve with a prescribed number of points over some fixed finite field.

The Complex Multiplication method, one leading approach to finding such
curves, has been improved substantially within the last 20 years using the

structure of “isogeny graphs”. We will describe the structure of these graphs

and how they can be used to speed computation.
Of course, long before these cryptographic application were known, the s-

tudy of elliptic curves with complex multiplication was a major area of study

in its own right, providing the first real progress towards Hilbert’s twelfth
problem. As we work towards the algorithmic applications of isogeny volca-

noes, we will introduce complex multiplication and Hilbert class polynomials, a
beautiful theory that Kronecker described as the “dearest dream of his youth.”
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1. Introduction

2. Orders in Q-Algebras

Definition 2.1. Given a finitely-generated Q-algebra A, an order O of A is a
subring (containing 1) such that

(1) O is finitely-generated as a Z-module and
(2) O contains a Q-basis of A.

Example 2.2. Let A = K be a number field with ring of integers OK . Suppose
that α1, . . . , αn ∈ OK are such that K = Q(α1, . . . , αn). Then, Z[α1, . . . , αn] is an
order of K. In particular, OK is an order of K.

Remark 2.3. Indeed, these are the only examples of orders in a number field, since
the finite generation property implies that every order O of K is a subset of OK
and the fact that O contains a Q-basis of K implies that O has finite index in
OK . For this reason, the ring of integers OK is often called the maximal order of
K. While maximal orders exist in more general Q-algebras, they are typically not
unique.

Definition 2.4. The quaternion algebra Qa,b is the algebra of the form

Qa,b = Q + Qα+ Qβ + Qαβ

with the relations α2, β2 ∈ Q, α2 = a < 0, β2 = b < 0, βα = −αβ.

Example 2.5. Let A = Qa,b where a, b ∈ Z and let O = Z[α, β]. Then, O is clearly
an order in a quaternion algebra.

2.1. Orders In Number Fields. Our treatment has been strongly influenced by
the coverage in Section 7 of [1]. The main difference is that we state several of the
results and definitions in slightly greater generality before specializing to the case
of quadratic number fields in the next section.

We first recall the definition of a discriminant of (an order of) a number field.

Definition 2.6. Let K be a number field with Gal(K/Q) = {σ1, . . . , σn} and let
O = [α1, . . . , αn] be an order in K. Then, the discriminant D = DO of O is

DO =

det

 σ1(α1) · · · σ1(αn)
...

. . .
...

σn(α1) · · · σn(αn)
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It is clear that if O = OK , then, this gives the usual definition for the discrimi-
nant of a number field, i.e. dK = DOK .

We will typically be interested in studying the ideal structure of orders. As in the
case of number fields, it will be more useful to consider fractional ideals (i.e. subsets
of K which are non-zero finitely-generated O-modules). The following proposition
summarizes some important ways that the ideal structure of O is similar to that of
OK .

Proposition 2.7. Let O be an order of a number field K. Then,

(1) If a ⊂ O is a non-zero ideal, the norm N(a) = |O/a| is finite.
(2) Every prime ideal of O is maximal.
(3) O is Noetherian.
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(4) Every fractional ideal of O can be written as αa for α ∈ K∗ and a an ideal
of O.

Proof. First, note that any (non-zero) ideal a ⊂ O is a sublattice and every full-
rank subgroup of Zn has finite index. Then, for any non-zero prime p, O/p is a
finite integral domain, whence a finite field, so every prime ideal is maximal. O is
finitely generated as a Z-module, so it is certainly Noetherian as a ring. Finally,
since fractional ideals are finitely generated, multiplying by some large constant
makes every generator an element of OK , and multiplying by the index of O in OK
makes every generator an element of O. �

The main difference between a general order O and OK is that O is not integrally
closed in K. As a consequence O is not a Dedekind domain. Therefore, O typically
does not have unique factorization of ideals and fractional ideals do not typically
have inverses. To deal with this lack of structure, we make the following definitions:

Definition 2.8. Let a be a (fractional) ideal of O.

(1) a is proper if O = {β ∈ K : βa ⊂ a}.
(2) a is invertible if there is some fractional O-ideal b with ab = O.

It is easy to see that O ⊂ {β ∈ K : βa ⊂ a} ⊂ OK , so if O = OK every
(fractional) ideal is proper. Similarly, it is a standard fact that fractional OK ideals
are invertible, so these definitions both generalize the fractional ideals of OK . This
allows us to generalize the ideal class group of OK .

Definition 2.9. Let O be an order in a number field K. Set I(O) to be the set of
invertible fractional ideals of O and set P (O) to be the set of principal fractional
ideals of O. Clearly P (O) ⊂ I(O). Then, the quotient

C(O) = P (O)/I(O)

is the ideal class group of the order O.

Unfortunately, restricting to proper or invertible ideals is not sufficient to recover
prime factorization. For that, we need the concept of the conductor of an order.

Definition 2.10. Let O be an order in a number field K. The conductor f = fO
of the order O (in OK) is the ideal

f = {α ∈ OK : αOK ⊂ O}.

As the following theorem demonstrates, the conductor is essentially the only
obstruction to unique factorization. So, it is reasonable to consider what happens
if we “avoid” the conductor by considering only relatively prime ideals. It turns
out that this does not affect the class group. In fact, it will provide an alternate
definition of C(O) that will be extremely useful when we discuss the Class Field
Theory of O in Section 4.

Theorem 2.11. Let O be an order in a number field K with conductor f. Let
I(O, f) be the group of invertible fractional ideals of O generated by the ideals that
are relatively prime to f and let P (O, f) be the subgroup of principal ideals of O that
are generated by the principal ideals relatively prime to f. Then,

(1) I(O, f) has unique factorization into prime ideals
(2) C(O) ∼= I(O, f)/P (O, f) by a canonical isomorphism.
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For a proof of (i) in the general case, see [5]. For a proof of (ii) in the general
case, see Osserman’s Notes [6]. Unfortunately, discussing the general proof would
take us rather far afield from our goal of discussing complex multiplication. In
theorem 2.15, we will give a slightly more specific characterization of the ideal class
group in the case where K is an imaginary quadratic extension of Q. The discussion
following theorem 2.15 will provide some commentary on the proof of theorem 2.11
in this special case.

2.2. Orders in Imaginary Quadratic Fields. Having laid out the general prop-
erties of orders in general number fields, we now specialize to the case where K is
an imaginary quadratic field extension, following the exposition of Cox in [1]. For
N ∈ Z, N < 0, square-free, an easy computation shows that the quadratic field
K = Q(

√
N) has discriminant

dK = DOK =

{
N if N ≡ 1 (mod 4)

4N otherwise.

Writing τK = dK+
√
dK

2 , it is simple to check that τK is integral inK and generates
the ring of integers, so

OK = Z [τK ] =

Z
[

1+
√
N

2

]
if N ≡ 1 (mod 4)

Z
[√

N
]

otherwise.
(2.1)

Because we shall be working with lattices a great deal in the remainder of this
paper, we note that Z[τK ] = [1, τK ] ⊂ C. By example 2.2, it is clear that [1, fτK ]
is an order of K for all f ∈ Z>0. Indeed, as the following lemma shows, these are
the only orders of K.

Lemma 2.12. Let O be an order in a quadratic field K with discriminant dK . Set

τK = dK+
√
dK

2 . Then, O has finite index in OK and if f = [OK : O], then

O = Z + fOK = [1, fτK ]

Remark 2.13. It is not hard to see that the conductor of Z + fOK is precisely the
principal ideal f = fOK . For this reason, we follow convention and abuse notation
by referring to f as the conductor of O.

Proof. Since O has index f in OK , it is clear that fOK ⊂ O. Also, Z ⊂ OK by
definition, and it is clear that Z + fOK = [1, fτK ] has index f in OK = [1, τK ],
which completes the proof. �

It is an easy consequence of Lemma 2.12 that the discriminant of O is DO =
f2dK < 0.

We have already seen that the conductor is much simpler in an imaginary qua-
dratic field. Proper ideals (recall Definition 2.8) are also much easier to understand
in this setting. In fact, we have:

Proposition 2.14. Let O be an order in an imaginary quadratic field K, and let
a be a fractional ideal of O. Then, a is proper if and only if a is invertible.
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Proof. We describe the proof of Proposition 7.4 from [1].
The fact that a invertible implies a proper is completely general. Suppose b

is a fractional ideal of O with ab = O. Then, for any β ∈ K with βa ⊂ a,
βO = βab ⊂ ab = O, so β ∈ O.

The other direction relies on the fact that K is quadratic and involves an explicit
computation of the inverse using the minimal polynomial for an element τ with
K = Q(τ). �

To conclude our treatment of orders, we make the following characterization of
the ideal class group of an order in an imaginary quadratic field.

Theorem 2.15. Let O be an order with conductor f in an imaginary quadratic
field K. Let I(O, f) and P (O, f) be as in Theorem 2.11, let IK(f) be the group
of ideals of OK that are relatively prime to f and let PK,Z(f) be the subgroup of
principal ideals of OK of the form αOK , where α ∈ OK satisfies α ≡ a mod fOK
for some integer relatively prime to f . Then, there are natural isomorphisms

C(O) ∼= I(O, f)/P (O, f) ∼= IK(f)/PK,Z(f)

Proof. We merely sketch a proof the proof given in [1] and refer the reader to
Section 7.C of [1] for full details.

For the first isomorphism, the theory of quadratic forms implies that for any non-
zero integer M , every ideal class in C(O) contains an element with norm relatively
prime to M . Using the structure theorem for finite abelian groups, it is not hard
to see that an ideal of O is prime to f if and only if its norm is prime to f .
Together, these facts imply that the map I(O, f)→ C(O) is surjective with kernel
I(O, f) ∩ P (O). Checking that I(O, f) ∩ P (O) ⊂ P (O, f) is slightly subtle - one
needs to express everything in terms of various ideals of O that are prime to f ,
making use of the norm - but is a more or less standard computation.

The second isomorphism follows from the observation that OK ideals that are
relatively prime to f correspond to O ideals that are relatively prime to f under
the maps a 7→ a ∩ O and b 7→ bOK . Moreover, these maps induce an isomorphism
IK(f) ∼= I(O, f) that preserves the norm of the ideals. The fact that the kernel is
as claimed follows from easily from the observation that α ∈ OK satisfies α ≡ a
(mod fOK) for some a ∈ Z if and only if α ∈ O, in which case, N(α) ≡ a2

(mod f). �

Remark 2.16. This correspondence between ideals prime to f in O and ideals prime
to f in OK gives an easy proof of (i) from 2.11 in the case where K is an imaginary
quadratic field, or more generally when the conductor of O is principal. Essentially,
if an ideal a of O is prime to f , then every factorization into primes comes from a
distinct factorization of the lifted ideal in OK . Then, the unique factorization in
OK implies that the factorization of a is also unique.

2.3. Relating Class Numbers. Before we move on, we will use Theorem 2.15 to
provide an important formula for the class number of an order O in terms of the
class number of the maximal order OK and the conductor f . This formula has very
important computational implications as it will be critically important when we
prove the structure of the `-isogeny graph in Section 6 Our exposition is inspired
by Section 7.D. of [1], which also serves as a reference providing greater detail of
the results discussed here.
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As anyone familiar with modern algebraic number theory knows, the sizes of
various groups of units play an important role in class group computations. With
this in mind, we first recall the following general lemma.

Lemma 2.17. Let K be a number field and let a be an OK ideal. Then,

|(OK/a)∗| = N(a)
∏
p|a

(
1− 1

N(p)

)
,

where p runs over prime ideals of OK .

Proof. This result is a generalization of the more famous result that

|(Z/aZ)∗| = a
∏
p|a

(
1− 1

p

)
,

and the proof is essentially the same. The case a = pt, follows by an inductive
argument. The key is to consider the exact sequence

1→ OK/p
φ→ (OK/pn)∗ → (OK/pn−1)∗ → 1,

where φ is defined by fixing u ∈ pn−1 r pn and then taking φ([α]) = [1 + αu].
The general case follows by the Chinese Remainder Theorem. Exercises 7.28 and
7.29 of [1] give a more thorough walk-through. �

Before we prove our main result, we define a bit of notation.

Definition 2.18. Given an imaginary quadratic field K, and a prime p ∈ Z, define

αK,p =


−1, p is inert in K

0, p is ramified in K

1, p splits completely in K.

Remark 2.19. In fact, αK,p is the Kronecker symbol of the discriminant of the
maximal order of K on p, but since we will be more concerned with how p splits in
K, we use this alternate notation.

Theorem 2.20. Let K be an imaginary quadratic field with K 6= Q(
√
−3),K 6=

Q(i) and let O = Z + fOKbe the order of conductor f in K. Then,

|C(O)|
|C(OK)|

= f
∏
p|f

(
1− αK,p

1

p

)
Remark 2.21. We omit the cases K = Q(

√
−3) and K = Q(i) because in these

cases, O∗K 6= {±1}, which complicates the proof. Besides, these will correspond to
exceptional cases that we shall often omit when discussing applications to elliptic
curves later on. For the general case, one needs to multiply the left-hand side by
[O∗K : O∗].

Proof. For full details of the proof, we refer the reader to Section 7.D. of [1]. The
key idea is to use the result of Theorem 2.15 that C(O) ∼= IK(f)/PK,Z(f). Then it
is an easy exercise in commutative algebra to show that the sequences

1→ (IK(f) ∩ PK)/PK,Z(f)→ IK(f)/PK,Z(f)→ IK/PK → 1

1→ (Z/fZ)∗ → (OK/fOK)∗ → (IK(f) ∩ PK)/PK,Z(f)→ 1
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are exact, where the last map is given by [α] 7→ [αOK ]. It is clear from these
sequences that

|C(O)|
|C(OK)|

=
|(OK/fOK)∗|
|(Z/fZ)∗|

Now, K is imaginary quadratic so applying Lemma 2.17,

|(OK/fOK)∗| = N(f)
∏
p|f

(
1− 1

N(p)

)
= f2

∏
p|f

∏
p|p

(
1− 1

N(p)

)

= f2
∏
p|f


(
1− 1/p2

)
, p is inert in K

(1− 1/p) p is ramified in K

(1− 1/p)2 p splits completely in K.

Substituting the corresponding formula for |(Z/fZ)∗| completes the proof. �

3. Endomorphism Rings of Elliptic Curves

Our treatment of the endomorphism rings of elliptic curves attempts to synthe-
size several sources, predominantly Silverman’s books, [7, 8], Cox’s book [1], and
Sutherland’s Lecture notes.

3.1. General Restrictions on Endomorphism Rings. To start, we shall study
some general restrictions on the possible endomorphism rings of an elliptic curve.
Our treatment is largely inspired by Sections III.7 and III.9 of [7], where all of the
proofs that are omitted or abbreviated here can be found in full detail. Along the
way, we will recall without proof several facts with which we expect the reader to
be familiar, providing references when possible. Throughout this (sub)-section, K
will denote a field, which may not be a quadratic number field (and indeed may
not even have characteristic zero).

The first important observation is that the endomorphism ring is a chacteristic
zero integral domain since the multiplication by m map is non-constant and every
(non-zero) isogeny has finite kernel (c.f. III.4.2 and II.2.3 of [7].)

3.1.1. The `-adic Tate Module. The next step is to limit the size of the endomor-
phism ring. Our main tool will be the `-adic Tate module. Recall the notation E[n]
for the n-torsion points on E. We use the definition from III.7 of [7].

Definition 3.1. Let E be an elliptic curve and ` ∈ Z a prime. The `-adic Tate
module of E is the group

T`(E) = lim←−
n

E[`n],

where the inverse limit is taken with respect to the “multiplication-by-` maps.

Now, the multiplication by ` map E[`n+1] → E[`n] is surjective and we know
that

E[`n] =


Z/`nZ× Z/`nZ, if ` 6= char(K),

Z/`nZ, if ` = char(K) and E ordinary,

{0}, if ` = char(K) and E supersingular.

(3.1)

Then, letting Z` denote the `-adic integers, it is simple to verify:
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Proposition 3.2. T`(E) is a Z` module with the following structure

T`(E) =


Z` × Z`, if ` 6= char(K),

Zp, if ` = char(K) and E ordinary,

{0}, if ` = char(K) and E supersingular.

Remark 3.3. if φ : E1 → E2 is an isogeny, then φ(E1[n]) ⊂ φ(E2[n]) for all n, so
there is an induced map φ : E1[n] → E2[n]. Moreover, taking [n] to denote the
multiplication-by-n map, φ ◦ [n] = [n] ◦ φ, so the induced maps are compatible
with the direct limit structure and we have an induced map φ` : T`(E1)→ T`(E2).
In particular, if φ ∈ End(E) is an endomorphism, it induces an endomorphism
φ` ∈ T`(E). Moreover, if φ`(T`(E)) = {0} and char(K) 6= ` or E is ordinary, the
kernel of φ is infinite, and so φ is the zero isogeny. It is also clear that the map

End(E)→ End(T`(E)), φ 7→ φ`

is a ring homomorphism (as it is given by restriction). Then, by Proposition 3.2,
when ` 6= char(K) we can naturally view End(E) as a subring of Mat2(Z`), the
space of 2×2 matrices over Z`. Similarly, if p = char(K) and E is ordinary, End(E)
injects into Mat1(Zp) = Zp.

With relatively little work (beyond the admittedly non-trivial characterization
of the torsion subgroups of E), we have already seen that the Tate module allows us
to view the endomorphism ring of E inside of a Z` module of dimension at most 4,
providing a limit on the possible size of the endomorphism ring. In fact, continuing
along this line, we can further restrict the size of the endomorphism ring. However,
before we continue, we wish to provide some additional motivation as to why the
Tate module was a natural object to look at in the first place and why we might
hope that there is more that we can say.

One motivating idea is that up to composition with an isomorphism, a (non-zero)
isogeny is uniquely determined by its (finite) kernel. Hence, it is natural to hope
that finite subgroups of E contain enough data to severely restrict the number
of possible automorphisms. Unfortunately, looking at a finite collection of finite
subgroups (equivalently a single finite subgroup) of E is not enough to determine
an isogeny uniquely, since both the zero isogeny and any isogeny containing that
subgroup in its kernel be zero on that subgroup. However, we know that only the
zero isogeny kills arbitrarily large subgroups of E and the `-adic Tate module is
one of the most natural ways to collect arbitrarily large finite subgroups of E into
a single object.

An analogous (albeit simpler) situation arises when studying the endomorphism
ring of the multiplicative group of an algebraically closed field K. Again (up to
composition with an isomorphism), every endomorphism is determined by its finite
kernel. The Tate module in this case corresponds to the group of all `th power
roots of unity and is a one-dimensional Z` module, so End(K∗) lives inside of
End(Z`), a one-dimensional Z` module. In this case, we are able to show that in
fact, End(K∗) ∼= Z is one-dimensional as a Z-module. We might hope for a similar
result for E. Indeed, the following theorem leads quickly to a proof that End(E) is
a Z-module of dimension at most 4.
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Theorem 3.4. Let E1 and E2 be elliptic curves over K and let ` be a prime with
` 6= char(K). Then, the map

Hom(E1, E2)⊗ Z` → Hom(T`(E1), T`(E2)), φ 7→ φ`

is injective.

Proof. Our proof synthesizes the arguments in Section III.7 of [7] or 13.1 of [4].
Let φ1, . . . , φr be linearly independent in Hom(E1, E2) We claim that if c1, . . . , cr ∈

Z` satisfy

c1φ1 + · · ·+ crφr = 0

in Hom(T`(E1), T`(E2)), then c1 = · · · = cr = 0.
The general approach is to show that ci ≡ 0 (mod `n) for all 1 ≤ i ≤ r. The

proof requires two key ideas.
First, if ci = di + `nmi, then if P ∈ E1[`n] ⊂ T`(E1),

r∑
i=1

[di]φi(P ) =

r∑
i=1

diφi(P ) +miφi`(P ) =

r∑
i=1

ciφ(P ),

so

ψ = [d1]φ1(P ) + · · ·+ [dr]φr

kills E1[`n]. Then, since ` is a prime not equal to the characteristic of K, [`n] is a
separable isogeny and ψ factors as ψ = [`n] ◦ χ for some χ ∈ Hom(E1, E2).

Now, if we knew that χ were in the span of the φi, we would be done. The
second key idea is to choose the φi carefully so that this is the case. We will choose
the φi to be minimal in the sense that every endomorphism that is a Q-linear
combination of the φi is a Z-linear combination of the φi. In this case, it is clear
that χ ∈ span1≤i≤r φi and we would be done.

To this end, note that M =
⊕r

i=1 Zφi is a lattice in the r-dimensional vector
space M =

⊕r
i=1 Qφi. Extending the degree map from M to M and noting that

deg(φ) ≥ 1 for any non-zero isogeny, it is clear that M ′ = M∩ Hom(E1, E2) is a
discrete subgroup of M and hence a lattice containing M . Taking {φ′i}ri=1 to be a
generating set for M ′, the previous discussion shows that the claim holds for the
isogenies φ′1, . . . , φ

′
r. But the φi lie in the span of the φ′i, so this implies the claim

for φ1, . . . , φr, completing the proof. �

With this result in hand, we are ready to prove the following corollary, which
also appears in [7] and [4].

Corollary 3.5. Let E1 and E2 be elliptic curves over an arbitrary field K. Then,
Hom(E1, E2) is a free Z-module of rank at most 4. In particular, taking E = E1 =
E2, the additive group of End(E) is free abelian of rank at most 4.

Proof. Let ` 6= char(K). Now, Hom(E1, E2) is torsion free, so from commutative
algebra, 3.4 and 3.2

rankZ(Hom(E1, E2)) = rankZ` Hom(E1, E2)

≤ rankZ` Hom(T`(E1), T`(E2))

= rankZ` Mat2(Z`)
= 4

�
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Remark 3.6. When E/K is an ordinary elliptic curve over a field of characteristic
p, we know that Tp(E) = Zp. At first glance, it might seem that this proof shows
that End(E) = Z in this case. However, the proof relies on the fact that the
multiplication-by-` map is separable. Since multiplication-by-p is inseparable in
characteristic p, these arguments do not apply. As we shall see in Section 3.3, the
Frobenius endomorphism πE is never in Z in this case. In fact, End(E) will always
be an order in an imaginary quadratic field.

Remark 3.7. It may seem rather surprising that we are able to constrain the size
of End(E) so effectively by looking at the behaviour of the Tate module at a single
prime. However, this is not the only place in the study of elliptic curves where such
a phenomenon occurs. For instance, after developing the machinery of heights, the
Mordell-Weil theorem follows from weak Mordell-Weil for a single prime. In fact,
this is not the only parallel between these two proofs, as the proof of Mordell-
Weil also relies on the Kummer pairing, which makes explicit the analogy between
m-torsion points on an elliptic curve and mth roots of unity in a field.

Before we go on, we quickly remark on a partial converse to Theorem 3.4. We
denote by HomK(E1, E2) the subset of isogenies from E1 to E2 that are defined
over K. Then,

Theorem 3.8. Let K be a finite field or a number field and ` 6= char(K) a prime.
Then, the natural map

HomK(E1, E2)⊗ Z` → HomK(T`(E1), T`(E2))

is an isomorphism.

The proof in the finite field case is due to Tate. The number field case was first
published by Faltings in his proof of the Mordell Conjecture and requires most of
the machinery developed there. Needless to say, this is beyond the scope of this
paper.

3.1.2. The Structure of the Endomorphism Ring. Having restricted the size of End(E)
through our discussion of the Tate module, we remind the reader of one additional
piece of structure - the existence of a dual isogeny - that will limit the possible
algebra structures for End(E).

We quickly recall a few important properties of the dual isogeny (see Theorems
III.6.1 and III.6.2 of [7] for proofs).

Proposition 3.9. Suppose that φ : E1 → E2 is a non-constant isogeny of degree
m. Then, there exists a unique isogeny

φ̂ : E2 → E1

such that φ̂ ◦ φ = [m]. Moreover, if E = E1 = E2, then the map

End(E)→ End(E), φ 7→ φ̂

is an anti-involution, i.e. for φ, ψ ∈ Hom(E1, E2), n ∈ Z
(1) φ̂+ ψ = φ̂+ ψ̂

(2) φ̂ψ = ψ̂φ̂

(3)
ˆ̂
φ = φ

(4) [̂n] = [n]
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With this in hand, the following theorem (9.3 of [7]) allows us to place a strong
restriction on the possibilities for the the endomorphism ring of an elliptic curve.

Theorem 3.10. Suppose R is a ring with the following properties:

(1) The additive group of R is a free Z-module of rank at most 4.

(2) R has an anti-involution φ 7→ φ̂.

(3) For φ ∈ R, φ̂φ ∈ Z≥0 and φ̂φ = 0 if and only if φ = 0.

In particular, we may take R to be the endomorphism ring of an elliptic curve.
Then, one of the following three possibilities hold:

(1) R ∼= Z.
(2) R is an order in an imaginary quadratic field.
(3) R is an order in a quaternion algebra (as defined in 2.4).

We briefly comment on the proof, which is a fairly straight-forward computation
and refer the reader to III.9 of [7] for full details. The key idea is to extend the anti-

involution to Q and define a norm and trace by N(φ) = φ̂φ, T (φ) = φ̂ + φ, which
corresponds to the usual norm and trace of an isogeny of elliptic curves. Using the
observation that if T (φ) = 0, then φ2 ∈ Q≤0, choosing generators and following
a process reminiscent of Gram-Schmidt orthonormalization,the restriction on the
rank of R quickly leads to the desired result.

In fact, it is possible to achieve the same result without an a priori bound on
the rank of R. The trick is to showing that if φ /∈ Q and φ and ψ commute, then
ψ ∈ Q(φ). Then given three generators φ, ψ, χ appropriately normalized by linear
tranformation, ψχ commutes with φ and so χ ∈ Q(φ, ψ). See Lecture 14 of [9] for
further detail. Despite the existence of this somewhat more elementary proof, we
believe there are two very important reasons for introducing Tate modules.

First, Tate modules will be a useful tool when discussing how the ring of endo-
morphisms of different elliptic curves are related, whether these elliptic curves are
related by an isogeny (as we discuss in Section 6 ) or by reduction modulo a prime
ideal (as we discuss in Section 3.4 .)

Second, introducing the Tate module allows us to reiterate the major theme in
the theory of elliptic curves that the torsion points on an elliptic curve play an
analogous role to the roots of unity in a field. As we shall see when stating the
theorems of Class Field Theory in Section 4, this analogy lies at the heart of the
deepest and most profound results in the theory of Complex Multiplication.

3.2. Endomorphism Rings of Elliptic Curves over C. Our next task is to
study the endomorphisms rings of elliptic curves over C. Our main reference for
the classification of possible endomporphism rings over C is Section VI of [7]. Our
main reference for the class group action in the complex multiplication case is
Section II.1 of [8]. We will be quite brief, typically referring the reader to these
texts, or their favorite textbook on compact Riemann surfaces or modular forms
for the proofs.

The first major goal of the section is to discuss the following equivalence of
categories
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Theorem 3.11. There is an equivalence of categories

{Objects: Elliptic curves Over C up to isomorphism, Maps: Isogenies}
↔{Objects: Elliptic curves Over C up to isomorphism, Maps: Complex analytic maps taking OE1

to OE2
}

↔{Objects: Lattices Λ ⊂ C up to scaling, Maps: (from Λ1 to Λ2) {α : αΛ1 ⊂ Λ2} } .

The first equivalence in Theorem 3.11 is just a bit of general theory about com-
pact Riemann surfaces. In order to discuss the second equivalence, we first recall a
few important definitions from Section 6 of [7].

Definition 3.12. Let Λ ⊂ C be a lattice. The Weierstrass ℘-function (for Λ) is
given by the series

℘(z; Λ) =
1

z2
+
∑
ω∈Λ
ω 6=0

1

(z − ω)2
− 1

ω2
.

The Eisenstein series of weight 2k (for Λ) is the series

G2k(Λ) =
∑
ω∈Λ
ω 6=0

ω−2k.

Finally, define

g2 = g2(Λ) = 60G4(Λ) g3 = g3(Λ) = 140G6(Λ).

We quickly recall a few properties relevant to our applications.

Proposition 3.13. Let Λ be a lattice.

(1) Every Λ-periodic meromorphic function on C can be written P (℘(z), ℘′(z))
for some rational function P .

(2) Every even Λ-periodic meromorphic function on C can be written Q(℘(z))
for some rational function Q.

The typical proof of (2) multiplies or divides by appropriate (℘(z) − ℘(z0)) to
cancel the poles/zeros of the function f , using Liouville’s Theorem to finish. The
proof of (1) follows by writing f = fodd + feven and multiplying the odd part by
℘′(z). See VI.3.2 of [7] for further detail.

Proposition 3.14. (1) ℘ satisfies the differential equation

℘′(z)2 = 4℘(z)3 − g2℘(z)− g3.

(2) Let E/C be the elliptic curve

E : y2 = 4x3 − g2x− g3.

Then, the map

ϕ : C/Λ→ E ⊂ P2(C)

z 7→ [℘(z), ℘′(z), 1]

is an isomorphism of Riemann surfaces and of groups.

The proof of (1) is a simple computation using the Laurent expansion of ℘. For
(2), standard computations verify that E is an elliptic curve and that ϕ is bijective.
Since the pullback of the invariant differential dx/y under ϕ∗ is just dz, the map is
a local and hence a global isomophism of Riemann surfaces. The fact that the map



ISOGENY VOLCANOES 13

is a group isomorphism follows from looking at divisors and applying 3.13. Again,
see Section VI.3 of [7] for further details.

The Uniformization Theorem (stated in VI.5 of [7] with numerous references and
proved in I.4 of [8], albeit with a slightly different normalization so that the curve
will be in Weierstrass form) implies that every elliptic curve of the form in (2) of
Proposition 3.14 is the image of a unique lattice.

To complete our discussion of Theorem 3.11, we need to consider the maps
between objects. If E1 and E2 correspond to lattices Λ1 and Λ2, a straightforward
computation shows that holomorphic maps between E1 and E2 taking OE1 to OE2

correspond to holomorphic maps from C/Λ1 to C/Λ2 which fix 0. In turn, looking
at the derivative of a lift to a map from C to C, one sees that these maps are exactly
the multiplication-by-α maps for α ∈ C with αΛ1 ⊂ Λ2. The easy consequence that
two elliptic curves are isomorphic over C if and only if the corresponding lattices
are scalar multiples of one another completes our discussion of Theorem 3.11. A
full proof and precise statement of these facts can be found in Section VI.4 of [7].

Theorem 3.11 allows us to describe a large class of endomorphism rings of elliptic
curves over C.

Example 3.15. Let O be an order in an imaginary quadratic field and let a be an
proper fractional ideal of O. Then, a is a lattice in C, so it corresponds to some
elliptic curve Ea. Moreover, a is a proper O ideal, so

End(Ea) = {α : αΛ1 ⊂ Λ2} = O,

The following corollary shows that (together with Z,) these are all of the possible
endomorphism rings of elliptic curves over C.

Corollary 3.16. Let E/C be an elliptic curve and take Λ = [1, τ ] to be a lattice
associated to E under the equivalence of categories from Theorem 3.11. Let K =
Q(τ).

(1) If K is not an imaginary quadratic field, End(E) ∼= Z.
(2) If K is an imaginary quadratic field, then End(E) ∼= O for some order O

of K.

Proof. By 3.11,

End(E) ∼= {α : αΛ ⊂ Λ}.
Suppose αΛ ⊂ Λ for α /∈ Z. Then, there exist a, b, c, d ∈ Z with

α · 1 = a+ bτ,

α · τ = c+ dτ.

Substituting for α in the second equation, we have that

bτ2 + (a− d)τ − c = 0.

α /∈ Z, so b 6= 0, whence Q(τ) is a quadratic extension. Since τ /∈ R, Q(τ) is an
imaginary quadratic extension.

Multiplying the second equation by b and substituting for bτ in the second e-
quation, we have that

α2 − (a+ d)α+ (ad− bc) = 0,

whence α ∈ [1, τ ] is algebraic over Q. Then, End(E) ⊂ OK .
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Moreover, if Q(τ) is quadratic imaginary and the minimal polynomial of τ is
a2z

2 +a1z+a0 with a2, a1, a0 ∈ Z, then a2τ
2, a2τ ∈ [1, τ ], so in this case, End(E) ⊂

OK contains a R-basis for C and thus is an order in K. �

When the endomorphism ring of E/C is strictly larger than Z (i.e. case (2) of
Corollary 3.16) we say that E has complex multiplication. We have seen in Corol-
lary 3.16 that the possible endomorphism rings are orders in imaginary quadratic
fields and ideal class of proper fractional ideals of O corresponds to an elliptic curve
with endomorphism ring O. We finish our discussion of the endomorphism rings of
elliptic curves over C by showing that up to isomorphism, these are the only elliptic
curves with endomorphism ring O.

Proposition 3.17. Suppose that O is an order of the imaginary quadratic field K
and Λ ⊂ C is a lattice with End(EΛ) = O. Then, Λ = ca for some c ∈ K× and a
a proper fractional ideal of O.

Proof. Suppose Λ = [c1, c2] with c 6= 0 and consider the lattice c−1
1 Λ = [1, c−1

1 c2].
By the proof of Corollary 3.16, we see that c−1c2 ∈ K, so c−1

1 Λ ⊂ K. Also, since
{α : αc−1

1 Λ ⊂ c−1
1 Λ} = O}. Thus, c−1

1 Λ is a finitely-generated O-module, say a.
Putting this together, we have that Λ = c1a, as desired. �

Now, let ELLC(O) denote the set of (isomorphism classes of) elliptic curves over
C with complex multiplication by O.

Proposition 3.17 and Example 3.15 show that the map

C(O)→ ELLC(O), [a] 7→ [Ea]

is a bijection. This allows us to define an simply transitive action of C(O) on
ELLC(O) by [a] · [Eb] = Ea−1b. The choice to make a act by multiplication by
a−1 will ease our notation later on when we discuss Hilbert Class polynomials in
Section 5.3.

Before moving on to fields of positive characteristic, we briefly mention the Lef-
schetz principle, which Silverman describes as saying “roughly that algebraic geom-
etry over an arbitrary algebraically closed field of characteristic zero is ‘the same’
as algebraic geometry over C.” in Section VI.6 of [7].

For example, one can show that for any elliptic curve over an algebraically closed
field of characteristic 0, either End(E) ∼= Z or End(E) ∼= O, an order in an imagi-
nary quadratic field. Essentially, since End(E) is finitely generated, we can embed
all of the coefficients of all of the rational functions defining isogenies in End(E)
inside of C, and apply the results presented in this section.

3.3. Endomorphism Rings of Elliptic Curves in characteristic p > 0. Hav-
ing thoroughly described the End(E) for an elliptic curve E/C, we now turn to
elliptic curves defined over a field F where char(F ) = p.

We saw in Theorem 3.4 that the `-adic Tate module T`(E) for ` 6= p provides
a major restriction on the size of the endomorphism ring of E. While Remark 3.6
revealed that we cannot use this argument to restrict the size of End(E) further do
to the inseparability of [p], the p-adic Tate module does play a role in determining
the endomorphism ring of E.

Since our main applications are to find elliptic curves over finite fields with a
prescribed number of points (relatively prime to the order of the field) and to study
the theory of complex multiplication, we will primarily be interested in the case
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where F = Fpn is a finite field and E/F is ordinary, closely following the treatment
of Lecture 15 of [9]. We will also remark briefly on the case of supersingular curves
and more general curves, referring the reader to V.III of Silverman’s [7] for further
details.

We first recall an alternate characterization for supersingular curves over a finite
field (Theorem 15.1 of [9] )

Proposition 3.18. Let E/Fpn be an elliptic curve over a finite field with Frobenius
endomorphism πE. Then E is supersingular if and only if trπE ≡ 0 (mod p).

Proof. First, note that πE is inseparable. Then, trπE ≡ 0 (mod p) if and only
if [trπE ] is inseparable. Since [trπE ] = πE + π̂E , this holds if and only if π̂E is
inseparable. Since deg(π̂E) = pn, and E[πE ] = {OE}, this holds if and only if

|E[pn]| = |E[πE ]| · |E[π̂E ]| = |E[π̂E ]| < pn.

By (3.1), which shows that E[pn] ∼= Z/pnZ or E[pn] = 0 according to whether E
is ordinary or supersingular, this occurs if and only if E is supersingular, which
completes the proof. �

Sutherland gives a slightly different proof in Lecture 15 of [9], , writing πE = πn

where each π is the pth power Frobenius maps and looking at [p] = ππ̂. (Note that
each π is an isogeny, but not necessarily an endomorphism of E.) This approach
has the advantage that it only requires us to know the structure of E[p], rather
than E[pn], but introduces additional subtleties in the form of additional elliptic
curves.

We are now ready to prove the main result of this section.

Theorem 3.19. Let E/Fpn be an elliptic curve. Then,

(1) If E is ordinary, then End(E) is an order O in an imaginary quadratic
field with p not dividing the conductor f of O.

(2) If E is supersingular, then End(E) is an order O in a quaternion algebra
Qa,b.

Proof. In the ordinary case, our proof is inspired by Section 13.2 of [4]. For the
supersingular case, we outline the proof from V.III of [7] in the supersingular case,
referring the reader to these sources for further details. First, suppose that E is
ordinary. Then, for all m 6= ±1, |E[m]| > 1.

First, suppose that E is ordinary. By Remark 3.3, we know that End(E) ↪→ Zp,
so it is commutative. Now, take πE ∈ End(E) be the Frobenius endomorphism
(a, b) 7→ (ap

n

, bp
n

). Then, ker(πkE) = {OE}, so if πkE ∈ Z, we must have πkE =
±1. But deg(πkE) = pnk, so this is ridiculous. Now, quaternion algebras are not
commutative, so by Theorem 3.10, we must have that End(E) is an order in the
imaginary quadratic number field Q(πE).

Now, we have

Z[πE ] ⊂ End(E) ⊂ OQ(πE),

so to complete the proof of (1), it suffices check that πE /∈ Z + pOK . Lang’s
treatment in 13.2 of [4] is very terse, so we provide a full argument.

Suppose πE ∈ Z + pOK . Then, we can write

πE = a+ pα, π̂E = a+ pα, for a ∈ Z, α ∈ OK
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Since the Frobenius map has degree pn, we have

p2n = a2 + pa(α+ α) + p2αα,

so p|a and we may write πE = p(a′+α), π′E = p(a′+α). Now, the action of End(E)
on the Tate module gives us an embedding σ : O ↪→ Zp which we can extend to
an embedding K ↪→ Qp. Now, the action of πE on T`(E) has trivial kernel, so
we must have σ(πE) ∈ Zp r pZp. Then, since πE π̂E = p2n, π̂E ∈ p2nZp. Hence,
πE + π̂E = p(2a′+α+α) /∈ pZp. But we know that α+α ∈ Z and 2a′ ∈ Z, so this
is a contradiction, which completes the proof.

In the supersingular case Tp(E) is trivial, and these methods do not even imply
that πE /∈ Z, so we need a different approach. For this case, we follow the proof
from V.3 of [7] and refer the reader there for full details.

The proof is by contradiction, assuming that End(E) ⊗ Q is a number field for
some supersingular curve E. There are three key ingredients.

The first is that End(E)⊗Q is preserved by isogenies, which we discuss further
in Section 6. .

The second is that there are only finitely many (isomorphism classes of) super-
singular elliptic curves (the j-invariant, which we discuss further in must lie in Fp2)
and that isogenous elliptic curves are either both supersingular or both ordinary
(which follows easily from the fact that isogenies have finite kernel, considering the
structure of the p-adic Tate modules Tp(E) and Tp(E

′).)
The third idea is to use the fact that every finite subgroup of an elliptic curve

to construct an endomorphism φ of some supersingular elliptic curve E′ with cyclic
kernel of order `n for ` a prime in End(E′). This step uses finiteness twice -
once to ensure that we can choose ` such that ` is prime in every End(E) for E
supersingular and again to show that two isogenies from E with kernels Φ1 ⊂ Φ2

isomorphic to Z/`m1Z and Z/`m2Z respectively must map to the same elliptic curve
E′. This induces an endomorphism of E′ with cyclic kernel that must factor through
[`(m2−m1)/2], which is impossible. See the proof of V.3 of [7] for full details. �

Remark 3.20. To complete our treatment of the elliptic curves over fields of char-
acteristic p, we quickly remark that if the j-invariant is algebraic over Fp, we may
assume that E is defined over some finite field and our previous analysis applies. If
instead, the j-invariant of E is transcendental over Fp, then there is no Frobenius
endomorphism and in fact, End(E) = Z.

Under the principal that this is the most generic possible behaviour, some au-
thors refer to such elliptic curves as ordinary and refer to the curves that we have
termed ordinary as singular. With this terminology, the phrasing supersingular is
reflects the fact that these are the “rarest” elliptic curves counting by number of
isomorphism classes over a sufficiently large field.

3.4. Reduction and Some Results of Deuring. Having characterized the pos-
sible endomorphism rings for elliptic curves over C and for elliptic curves over finite
fields, we would like to be able to relate these two notions. In particular, if E is
defined over a number field L and E has good reduction mod p, then E is an elliptic
curve over the finite field K/p. One might hope that End(E) = End(E), or at least
that our knowledge of End(E) can be used to determine End(E). Conversely, we
know that every ordinary curve E′/Fpn has End(E′) = O, where O is an order in
some imaginary quadratic field. We also know from Proposition 3.17 that there
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are exactly C(O) isomorphism classes of elliptic curves over C with complex mul-
tiplication by O. One might hope that a curve in one of these isomorphism classes
reduces to E′.

Indeed, in 1941, Deuring proved that both of these hopes are often true. In the
remainder of this section we will present a few of Deuring’s main results, inspired
by the treatment of Lang in Sections 13.4 and 13.5 [4], and remark on how they
will be important for our computational applications.

We will always consider the case of good reduction. Note that if φ : E → E′ is
an isogeny of elliptic curves over L and both E and E′ have good reduction mod
p, then φ descends to an isogeny φ : E → E′, since it is defined algebraically. In
fact, we have

Proposition 3.21. Let E1, E2 be elliptic curves defined over a number field L with
good reduction mod p. Let Lp be the residue field. Then, the reduction map

Hom(E1, E2)→ Hom(E1, E2)

is injective and preserves degrees.

Proof. Choose a prime ` ∈ Z with p - `. For given n ∈ Z, all of the `n-torsion points
of E1 are defined over some number field L′. If p′ is a prime lying over p, then

(Z/`nZ)2 = E1[`n] = E1(L′)[`n] ↪→ E1(L′/p′)[`n] ⊂ E1[`n] = (Z/`nZ)2.

Hence, the reduction map induces an injection, and therefore an isomorphism
T`(E1)→ T`(E1).

Now, suppose φ ∈ Hom(E1, E2) with φ = 0. Then, φ(T`(E1)) = 0, so φ(T`(E1)) =
0. But then the kernel of φ is infinite, so φ = 0, as desired, proving injectivity.

The proof that reduction preserves degrees is a similar computation involving
the Weil pairing on the `-adic Tate module. We refer the reader to Proposition 4.4
of [8] for details. �

Remark 3.22. When applied to the case E = E1 = E2, Proposition 3.21 shows
that End(E) ↪→ End(E) is an injection under the reduction map. In particular, if
End(E) = O is an order O in an imaginary quadratic field K and E is ordinary,
then implies that End(E), since End(E) is also an order in K.

In fact, the following result (Theorem 12 of Section 13 of [4]) allows us to deter-
mine End(E) precisely.

Theorem 3.23. Let E be an elliptic curve over a number field L, with End(E) ∼= O
an order in an imaginary quadratic field K. Let P|p be a prime such that E has
good reduction to E mod P. Then, E is ordinary if and only if p splits completely
in K. In this case, let the conductor of O be f0p

r where p - f0. Then,

(1) End(E) = Z + f0OK is the order of conductor f0 in K.
(2) If r = 0, then, φ 7→ φ is an isomorphism of End(E) onto End(E).

Proof. We follow the proof of 13.12 in [4], providing extra commentary on a few
steps and refering the reader to [4] for a few technical points.

To prove that E is ordinary, it suffices to check that an isogenous curve is ordi-
nary because only the zero isogeny can annihilate the p-adic Tate module Tp(E).
Moreover, the equivalence of categories from Theorem 3.11 makes it clear that we
can find an isogenous curve E′ with End(E′) = OK . We will see in Corollary 5.7
that the j-invariant of E′ is algebraic, so we may assume that E′ is defined over
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some number field. Since isogenies descend under reduction, we have that E and
E′ are isogenous, as well. This reduction is quite useful, because it allows us to
view elements of OK as endomorphisms of E′. In particular, by the finiteness of
the class group, if p = pp′, splits completely, some power of p and p′ is principal.
Without loss of generality, say pm = αOK and (p′)m = α′OK , where α and α′ are
conjugate. Then, pm = αα′ is a product of endomorphisms. Then, the (reduction
of) the endomorphism corresponding to α′ is separable since E′ has good reduction
mod P and deg(α) = deg(α′) = pm, so its reduction does as well and so E′ has a
pm-torsion point, whence E′ is singular.

The proof when p does not split completely requires a bit more machinery, in-
cluding Hecke characters of ideles, so we omit the proof and refer the reader to
[4].

For the proofs of (1) and (2), we follow the proof in 13.4 of [4], citing lemma 13.1
of [4], which states that for ` a prime not equal to the characteristic of the base field
of E, the localization of End(E) at ` is determined uniquely by End(E) ⊗ Q and
T`(E). Then, the localizations of End(E) and End(E) are the same at each ` 6= p.

In particular, this means that End(E) = Z + pr
′
f0OK for some r′ ∈ Z≥0. Quoting

Theorem 3.19, which says that the conductor of End(E) is prime to p completes
the proof.

�

Theorem 3.23 shows that when p splits completely in End(E)⊗Q and does not
divide the conductor of End(E), then E descends to an elliptic curve over some
finite field of characteristic p with End(E) = End(E).

We now state a sort of converse, known as the Deuring Lifting Theorem (see
Theorem 13.14 of [4]).

Theorem 3.24. Let Ẽ/F be an elliptic curve over a field F of characteristic p and

let φ̃ be an endomorphism of Ẽ. Then, there is an elliptic curve E defined over a
number field L, an endomorphism φ and a prime p of L lying over p such that E
has good reduction at p, Ẽ ∼= E, and φ corresponds to φ̃.

Proof. We very briefly outline the proof in the case where Ã is ordinary, referring
the reader to [4] for full details. Shifting by a multiplication-by-n map and factoring

out any integer multiples, one may assume that the kernel of φ̃ is cyclic. As we shall
see in Section 5.2 if we adjoin a variable j-invariant to Q, the curves related by a
cyclic isogeny of order n are all defined over some finite extension L′ of Q(j) and in
fact have j-invariants that are integral over Z[j]. If the image curve of the isogeny

φ corresponding to φ̃ has j-invariant j′, then reducing φ modulo an appropriately
chosen prime containing j−j′ makes φ an endomorphism of an elliptic curve defined
over some number field, and reducing further, again by an appropriate prime, gives

φ = φ̃, up to isomorphism. Verifying these claims requires a bit of dimension
theory. This proves the theorem for curves with Aut(Ẽ) = {±1}, which is the case
for ordinary elliptic curves. �

With the Deuring Lifting Theorem in hand, we can easily prove the following
corollary.

Corollary 3.25. Let Ẽ/F be an elliptic curve over a field F of characteristic p

with End(Ẽ) = O where O = Z + fOK where p - f is an order in the imaginary
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quadratic number field K. Also suppose that p splits completely in K. Then, there
is an elliptic curve E defined over a number field L, and a prime p of L lying over
p such that E has good reduction at p, Ẽ ∼= E, and End(E) = O.

Proof. Choose φ̃ ∈ End(Ẽ) such that Z[φ̃] = O and apply Theorem 3.24. Then,

Theorem 3.23 implies that End(E) ∼= End(Ẽ) = O, as desired. �

We now state prove an important result, which underlies the efficient implen-
tation of the complex multiplication method for constructing curves with a given
number of points over a given finite field.

Proposition 3.26. Let ELLL(OK) denote the set of isomorphism classes of elliptic
curves E over L with End(E) ∼= OK . Then, for any prime p that splits completely
in K,

|ELLQ(OK)| = |ELLFp(OK)|.
The same holds replacing OK with any order of K with conductor prime to p.

Proof. First, we claim that

|ELLQ(OK)| ≤ |ELLFp(OK)|.

We note first of all that ELLQ(OK) is finite and so we can choose some number

field L, a prime p of L lying over p, and representatives E/L for the elements of
ELLQ(OK) such that every E has good reduction mod p.

The remainder of this direction of the proof follows the proof of Theorem 13.12 of
[4] exactly, so we omit the proof and refer the reader there. The idea is that if E1 and
E2 reduce to isomorphic curves, then we can construct a graph E1×E1 → E1×E2

which reduces to the graph of an isomorphism. By reduction theory, the original
graph must also be the graph of an isomorphism, so reduction mod p is injective
and so

|ELLQ(OK)| ≤ |ELLFp(OK)|.
To show that

|ELLQ(OK)| ≥ |ELLFp(OK)|,
we note that by slightly modifying the proof of Theorem 3.24 (and applying this
as in Corollary 3.25,) given any finite subset of E ⊂ ELLFp(OK), we can lift each

Ẽ ∈ E to the same field and prime. If Ẽ1 and Ẽ2 lift to isomorphic curves, the
isomorphism descends and so Ẽ1

∼= Ẽ2. Hence, |ELLQ(OK)| ≥ E , and so

|ELLQ(OK)| ≥ |ELLFp(OK)|,

as desired. �

When we discuss the Hilbert Class polynomial in Section 5.3, we will see that it
is the polynomial with the j-invariants of the elliptic curves in ELLQ(OK) as roots
is defined over Z. Then, Proposition 3.26 shows that the roots of this polynomial
in Fp are exactly the j-invariants of the curves in ELLFp(OK). This will have

the important consequence that we can compute the Hilbert Class polynomial by
computing the j-invariants of elliptic curves with complex multiplication by OK
over p for small primes using the Chinese remainder theorem and bounds on the
size of the coefficients. This technique makes the CM Method feasible for primes
of cryptographic size and is discussed further in section 6.
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4. A Quick Recap of Class Field Theory

The goal of (abelian) class field theory is to classify the abelian extensions of a
number field K in terms of data innate to the field. In particular, we will relate
the ideal class groups of K to the Galois theory of these extensions.

It would be foolhardy to attempt to provide a comprehensive treatment of this
massive subject in a paper as short as this. Indeed, a through exposition on class
field theory can and often does fill whole books. Instead, in an effort to be self-
contained, we follow the approach in [1, 4, 8] and content ourselves to provide a
few relevant definitions and major results almost entirely without proof. In an
effort to keep the exposition as elementary as possible, we elect not to describe
the idele theoretic formulation of class field theory. To simplify exposition further,
we will often restrict to the case of quadratic imaginary fields, which are all we
need for the remaining applications in this paper. For the reader interested in a
more thorough treatment of Class Field Theory, there are many excellent resources
available, including lecture notes by Milne and books by Lang, Tate, and Neukirch.

Following chapters 5 and 8 of [1], we begin our treatment of class field theory by
defining the Artin map.

Proposition 4.1. Suppose L/K is a Galois extension of number fields and p is a
prime of OK which is unramified in L. Then, for any prime P lying over p, there
is a unique element σ ∈ Gal(L/K) such that

σ(α) ≡ αN(p) (mod P)

for all α ∈ OL, where N(p) = |OK/p| is the norm of p.

The proof is a standard exercise in reduction theory since the Frobenius auto-
morphism generates the Galois group of a finite extension of finite fields.

Definition 4.2. In the setup of Proposition 4.1, let the Artin symbol
(
L/K
P

)
denote

the unique σ ∈ Gal(L/K) such that(
L/K

P

)
(α) ≡ αN(p) (mod P)

From the uniqueness assertion in Definition 4.2, it follows almost immediately
that for any σ ∈ Gal(L/K),(

L/K

σ(P)

)
= σ

(
L/K

σ(P)

)
σ−1.

Now, the action of Gal(L/K) on the set of primes P lying over a given prime p is
transitive, so if L/K is an abelian extension, the Artin symbol is defined uniquely

by the prime p and so we can write the Artin symbol as
(
L/K
p

)
.

Remark 4.3. In what proceeds, we assume that K is a totally imaginary field. If
K has real embeddings, the use of OK-ideals below must be replaced by the notion
of a modulus, which also captures ramification at the infinite places. Since we are
considering behaviour at all of the places of K, it might seem that this is a natural
application for the ideles. Indeed, Class Field Theory can naturally be expressed
in terms of ideles. We will comment on some of the advantages of that approach
later on. For now, however, we stick to this more concrete setup, since we have a
concrete application in mind.
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We now fix a bit of notation, following 8.A of [1]:

Definition 4.4. Suppose K is a totally imaginary field and a ⊂ OK is an ideal.

(1) Let IK(a) be the group of fractional ideals prime to a.
(2) Let PK,1(a) be the subgroup of IK(a) generated by the principal ideals

αOK with α ≡ 1 (mod a).
(3) Call H a congruence subgroup for a if PK,1(a) ⊂ H ⊂ IK(a).
(4) For a congruence subgroup H, call the quotient IK(a)/H a generalized ideal

class group.

As is pointed out in 8.A of [1], it is immediately clear from Theorem 2.15 that
when K is an imaginary quadratic field,

PK,1 ⊂ PK,Z(f) ⊂ IK(f) ⊂ IK(fOK),

so the notion of a generalized ideal class group does indeed generalize the notion of
an ideal class group that we have seen previously.

Remark 4.5. The notion of a congruence subgroup in the setup of class field theory
may remind the reader of congruence subgroup in SL2(Z) in the theory of modular
forms. While this author was unable to determine a direct correspondence between
the two notions, this parallel may serve as some motivation for why we might hope
that some of the remarkable connections between complex multiplication and class
field theory discussed in section 5.3 exist.

Remark 4.6. One drawback of our concrete approach to class field theory is that
congruence subgroups may be subgroups of different groups, which is somewhat
awkward. As is discussed in Section 8.C of [1], in the idelic formulation of class
field theory, the role of congruence subgroups is played by closed subgroups of finite
index in the idele class group, which is somewhat more satisfying.

With these definition in hand, we are ready to defined the Artin map, which
connects (generalized) ideal class groups and Galois theory.

Definition 4.7. Suppose L/K is an abelian extension of totally imaginary number
fields and a ⊂ OK is an ideal such that if the prime p ramifies in L, then p|a.

Then, the Artin symbol
(
L/K
p

)
is defined for all p ∈ IK(a). This extends by

multiplicativity to a homomorphism

Φa = ΦL/K,a : IK(a)→ Gal(L/K),

called the Artin map for L/K and a.

We now recall three main theorems of Class Field Theory (essentially using the
statements from [1]) before discussing a few applications:

Theorem 4.8 (The Artin Reciprocity Theorem). Let L/K and a be as in Definition
4.7. Then,

(1) The Artin map Φa is surjective.
(2) There exists some ideal b with a|b such that ker(Φb) is a congruence sub-

group for b.

In particular, Gal(L/K) is a generalized ideal class group for b.

Theorem 4.9 (The Conductor Theorem). Let L/K be an abelian extension of
totally imaginary number fields. Then, there is some OK-ideal a = a(L/K) such
that
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(1) A prime p of OK ramifies in L if and only if p|a.
(2) If b ⊂ OK is divisible by all primes of OK that ramify in L, then ker(Φb)

is a congruence subgroup for b if and only if a|b.

Theorem 4.10 (The Existence Theorem). If K is a totally imaginary number
field and a ⊂ OK is an ideal with a congruence subgroup H, then there is a unique
abelian extension L ⊃ K such that

(1) If p ⊂ OK ramifies in L, then p|a.
(2) H is the kernel of the Artin map

Φa : IK(a)→ Gal(L/K).

Essentially, the Artin Reciprocity Theorem and the Existence Theorem say that
the Galois groups of abelian extensions are exactly the generalized ideal class group-
s of K. The conductor theorem says that given L, the set of ideals for which
Gal(L/K) is a generalized ideal class group has a maximal element with respect to
inclusion.

The existence theorem (4.10) is particularly useful for our purposes as it allows us
to generalize the ideal class group by associating a unique (abelian) field extension
L to each order O of an imaginary quadratic field K.

Definition 4.11. Given an imaginary quadratic fieldK and an orderO = Z+fOK ,
let a = fOK and H = PK,Z(f). Then, the unique extension L = LO of K from
Theorem 4.10 is called the ring class field of O.

Remark 4.12. It is clear from Theorems 4.10 and 2.15 that C(O) ∼= Gal(LO/K),
allowing us to realize the ideal class group ofO as the Galois group of an appropriate
extension.

Remark 4.13. If O = OK is the ring of integers in K, then setting a = OK and
H = PK = PK,1(OK), the corresponding L is called the Hilbert Class Field of K.
It is an easy consequence of the Conductor Theorem (4.9) that L is the maximal
unramified abelian extension of K.

The previous remarks show that the ring class field of an order O provides one
generalization of the Hilbert Class field. For completeness, we define one other
generalization.

Definition 4.14. For a ⊂ OK an ideal, let L be the unique field extension corre-
sponding to the “minimal” congruence subgroup PK,1(a) from the Existence The-
orem 4.10. Then, L is called the ray class field of a.

The last bit of class field theory we will need are a few consequences of the
Čebotarev Density Theorem. Roughly speaking, for a Galois extension L/K of
number fields and a conjugacy class 〈σ〉 in Gal(L/K), the Density Theorem gives
an measurement of the size of the set S of primes p of OK such that

(1) p is unramified in L.

(2)
(
L/K
p

)
= 〈σ〉.

In particular, it shows that S has “Dirichlet density” |〈σ〉|
[L:K] > 0 which implies that

S is infinite.
This result is particularly easy to interpret when |〈σ〉| = 1, for example when

L/K is abelian or σ = 1.



ISOGENY VOLCANOES 23

Corollary 4.15. If L/K is an abelian extension and σ ∈ Gal(L/K), there are

infinitely many prime ideals p ⊂ OK such that p is unramified in L and
(
L/K
p

)
= σ.

Corollary 4.16. If L/K is a Galois extension of number fields, then infinitely
many prime OK ideals split completely in L.

Proof. The Čebotarev Density Theorem says that there are infinitely many primes

p that are unramified in L such that
(
L/K
p

)
= 1. Now, if

(
L/K
p

)
= 1, then for

any P lying over p, the residue fields LP and Kp are equal, so the inertial degree
of P/p is 1. Since p is unramified, this implies that p splits completely in L. �

In fact, with a bit more work, one can use the Čebotarev Density Theorem to
show that a Galois extension L/K is completely determined by the primes of OK
that split completely.

We have the following proposition (8.20 of [1])

Proposition 4.17. Suppose M and L are algebraic extensions of K, at least one
of which is Galois. Let SM/K denote the sets of primes of K that are unramified in
K such that there is some prime P of M lying over p such that the residue fields
MP and Kp are equal. Define SL/K similarly.

Then, L ⊂M if and only if there is some finite set Σ such that SM/K ⊂ SL/K∪Σ.
In particular, M = L if and only if there exists a finite set Σ with SM/K ∪ Σ =

SL/K ∪ Σ.

Note that if M/K (resp. L/K) is Galois, SM/K (resp. SL/K) is the set of primes
of K that split completely in K (resp. L).

For a proof of Proposition 4.17, see Section 8.B of [1].
At first glance, the fact that Galois extensions are determined by the primes that

split completely may seem shocking. As Cox points out, this result is intimately
related to the fact that if a is an OK ideal divisible by all of the prime ideals that
ramify in L, then as in the proof of Corollary 4.16, up to a finite set, the prime
ideals in the kernel of Φa are exactly the prime ideals that split completely in L.
Since the existence theorem relates ker(Φa) to Galois extensions of K, the results
of Proposition 4.17 should perhaps not be so surprising as they may seem at first.

Combining the power of the Čebatarov Density Theorem with the our discus-
sion of the Artin map, we are able to prove one more important result that will
allow us to assume that we are working with ideals of prime norm when choosing
representatives of the ideal class group later on.

Proposition 4.18. Let O be an order in the imaginary quadratic field K and let
α ∈ C(O) be an arbitrary ideal class. Then, the set

{p prime : ∃p ⊂ O, N(p) = p, [p] = α}

of primes that are the norm of a O-ideal in the ideal class a is infinite.

Proof. Throughout the proof, we shall assume that p is relatively prime to the
conductor of O, which excludes only a finite set of primes. Then, when we consider
ideals of order prime to p, we abuse notation slightly by using p to refer both
to the O-ideal and the corresponding OK-ideal pOK of the same norm from the
isomorphism discussed in the proof of Theorem 2.15. It should be clear from context
which meaning is intended.
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Let L be the ring class field of K. Given any p prime to the conductor of O, the

Artin symbol
(
L/K
p

)
= σα ∈ Gal(L/K) depends only on the class α.

Now, we can also interpret σα as an element of Gal(L/Q). If p has prime norm
p, then the local fields of K at p and Q at p are equal. Hence, if the prime P ⊂ OL
lies over p, taking some

(
L/K
P

)
=
(
L/Q
P

)
and so

(
L/Q
p

)
is the conjugacy class of

σα in Gal(L/Q).

Similarly, if p is prime to the conductor of O and
(
L/Q
p

)
contains σα, there is

some prime P of OL with
(
L/Q
P

)
= σα. Hence, σα =

(
L/K
P

)
=
(

L/K
P∩OK

)
. Thus,

the local field at p = P ∩ OK must be Fp and so N(p) = p.
Thus, up to a finite set,

{p prime : ∃p ⊂ O, N(p) = p, [p] = α}

is the set of primes such that
(
L/Q
p

)
is the conjugacy class of σα. This set is infinite

by the Čebetarov Density Theorem, which completes the proof. �

This completes our review of Class Field Theory.

5. The Modular Equation and Hilbert Class Polynomials

While we were able to characterize all curves with a given endomorphism ring
in Section 3, our treatment failed to answer one important question. How does
one compute the equation of a curve with complex multiplication by a given order?
As we shall see in Section 5.5, being able to find such a curve is a key step in one
powerful approach to finding a curve with a given number of points over a particular
finite field.

In this section, we will discuss the problem over the complex numbers. For
the remainder of this section, all curves are assumed to be over C unless stated
otherwise. From proposition 3.17, if End(E) ∼= O, an order in the imaginary
quadratic field K, then we know that E corresponds to some proper (fractional)
ideal a of O. While we can use the Eisenstein polynomials G4(a) and G6(a) to find
E, these are infinite series and are often difficult to compute. Even worse, they are
defined analytically, so there is no obvious way to connect them to the finite field
case.

While the results of this section may not give a completely explicit description
of an elliptic curve with End(E) = O, we will be able to convert our analytic
description into an algebraic one, which we will be able to relate to the finite field
case. Along the way, we will discuss some remarkable connections with Class Field
Theory - the so-called Main Theorems of Complex Multiplication. It will turn out
that CM elliptic curves are the key to answering Hilbert’s 12th problem, which
asks which algebraic numbers are necessary to generate all abelian extensions of a
number field K, in the case where K is an imaginary quadratic field.

Our treatment will assume several basic results from the theory of modular forms.

5.1. Introducing the j-Function. While it might seem natural to study Eisen-
stein series, it will be more convenient to work with a single object, the j-invariant
of the corresponding elliptic curves, which we know parameterizes elliptic curves
up to isomorphism. We use H to denote the upper half-plane of C. Note that given
any lattice, we may always take generators in H.
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Definition 5.1. The j-function is the meromorphic function j : H → C defined
by:

j(τ) = j([1, τ ]) = j(E[1,τ ]) =
1728g2([1, τ ])3

g2([1, τ ])3 − 27g3([1, τ ])2

It is easy to see that for any α =

(
a b
c d

)
∈ SL2(Z),

j(ατ) = j

([
1,
aτ + b

cτ + d

])
= j([cτ + d, aτ + b]) = j([1, τ ]) = j(τ),

so j is SL2(Z)-invariant and is therefore a modular function for Γ(1) = SL2(Z).
Then, writing q = e2πiτ , a basic computation from the theory of modular forms
shows that j has a pole of order 1 at infinity and has q-expansion

j(τ) =
1

q
+

∞∑
n=0

cnq
n =

1

q
+ 744 + 196884q + · · · ,(5.1)

where cn ∈ Z for all n ≥ 0 and we cite the first two values from [1].
In fact, every modular function for Γ(1) = SL2(Z) is a rational function in j. This

follows quickly since we can multiply by a suitable polynomial in j(τ) to remove
poles away from infinity and subtract a polynomial in j(τ) to get a (level 1, weight
1) modular form that vanishes at infinity (see the proof of part (3) of 5.4.)

Much more could be said about the connections between the j-function and the
theory of modular forms. We restrain ourselves from addressing these topics and
continue working towards the main theorems of complex multiplication.

5.2. The Modular Equation Φn(X,Y ) and Some Properties. In order to mo-
tivate our construction of the modular equation Φn(X,Y ), we first make some quick
comments about endomorphisms of elliptic curves with complex multiplication.

Note first of all that if E/C is an elliptic curve, then the kernel of the multiplication-
by-n map is E[n] ∼= (Z/nZ)2. In particular, it is not cyclic. However, if φ ∈
End(E) r Z is a primitive endomorphism (i.e. it does not factor over [n] for any
n ∈ Z except n = ±1), then E[φ] is cyclic of order deg(φ). Hence, E/C has com-
plex multiplication if and only if there exists φ ∈ End(E) with cyclic kernel. This
suggests that it may be wise to study endomorphisms with kernel isomorphic to
Z/nZ for some fixed n.

In fact, we take this idea one step further. Following the general mathematical
principle that the additional degree of freedom provided by introducing an extra
variable/object/dimension can often make more general cases easier to understand,
we will study cyclic n-isogenies (i.e. isogenies with kernel Z/nZ). The modular
equation Φn(X,Y ) will parameterize (the j-invariants of) elliptic curves related by
a cyclic n-isogeny. Our treatment is inspired by the Section 11.C of [1] and the
excellent exposition in Section II.6 of [8].

By the equivalence of categories from 3.11, we can see that there is a cyclic n-
isogeny from EΛ1

to EΛ2
if and only if Λ2 is (up to scaling) a cyclic sublattice of

index n in Λ1, i.e. a sublattice with Λ1/Λ2
∼= Z/nZ.

It is easy to see that if

Λ1 = [ω1, ω2] and Λ2 = [aω1 + bω2, cω1, dω2]
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for a, b, c, d ∈ Z, then Λ2 is a cyclic sublattice if and only if gcd(a, b, c, d) = 1, and

has index det

(
a b
c d

)
in Λ1.

Of course, this description is somewhat redundant. If α =

(
a b
c d

)
and α′ =(

a′ b′

c′ d′

)
with α = γα′ for some γ ∈ SL2(Z) correspond to lattices Λ and Λ′,

then Λ = Λ′. Thus, we consider orbit representatives for the action of SL2(Z) on
the set of matrices

Mn :=

{
α =

(
a b
c d

)
∈ Mat2(Z) : gcd(a, b, c, d) = 1 and det(α) = n

}
.(5.2)

For computational purposes, the following set is particularly convenient.

Proposition 5.2. Let Mn be the set of matrices defined in (5.2). Then, the set

Cn :=

{(
a b
0 d

)
∈ Mat2(Z) : gcd(a, b, d) = 1, ad = 1, 0 ≤ b < d

}
(5.3)

is a full set of orbit representatives for the action of SL2(Z) by left multiplication
on Mn.

The proof is an easy exercise.
Next, we describe these sublattices when Λ = [1, τ ] for some τ .

Remark 5.3. It Λ1 = [1, τ ],Λ2 = [a+bτ, c+dτ ], and α =

(
a b
c d

)
, then, rescaling

by c+dτ , we have that Λ2 ∼ [1, ατ ], where ατ = a+bτ
c+dτ is the usual action of GL+

2 (Z)
on H.

With this in hand, we are ready to define the modular equation.

Proposition 5.4. For a matrix α ∈ GL+
2 (Z), let j ◦ α : H → C be defined by

j ◦ α(τ) = j(ατ). With this notation, set

Φn(X) =
∏
α∈Cn

(X − j ◦ α) =
∑
k

skX
k.(5.4)

Then, Φn(X) ∈ Z[j](X).

Remark 5.5. The polynomial Φn(X,Y ) ∈ Z[X,Y ] such that Φn(X) = Φn(X, j) is
called the modular equation of order n. By construction Φn(j1, j2) = 0 if and only
if there is a cyclic isogeny of order n from the elliptic curve with j-invariant j1 to
the elliptic curve with j-invariant j2.

Proof. We follow the proof from Section II.6 of [8]. We prove the proposition with
the following three steps.

(1) For each k, sk is a modular function for SL2(Z).
(2) The q-expansion of sk has coefficients in Z.
(3) For each k, sk ∈ Z[j].

Claims (1) and (2) are essentially statements about the invariance of the set
{j ◦ α : α ∈ Cm} under two operations - the action of SL2(Z) on H and the action
of Gal(Q(ζm),Q) on the q-expansions.

For (1), note that for every α ∈ Cn and γ ∈ SL2(Z), there is a unique γα ∈ SL2(Z)
such that γααγ ∈ Cn and so γ induces a map Cn → Cn, α 7→ γααγ. Since the
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sk are symmetric polynomials in the j ◦ α, it suffices to check that this map is a
bijection. Indeed, it is an injective map between finite sets, since if γααγ = γββγ,
then α = (γ−1

α γβ)β. This implies SL2(Z)-invariance.

By setting qm = e2πiτ/m and looking at the qm-expansions of the j ◦ α, we see
that each sk has a pole of finite index at ∞ and so sk is a modular function for
SL2(Z).

For (2), let ζm = e2πi/m and let σ ∈ Gal(Q(ζm) : ζm) be the automorphism

that takes ζm to ζtm. Then, from (5.1), we see that for α =

(
a b
0 d

)
, the qm

expansions of j ◦ α and σ(j ◦ α) are

j ◦ α(τ) =

∞∑
n=−1

cnq
a2n
m ζabnm(5.5)

and so

σ(j ◦ α(τ)) =

∞∑
n=−1

cnq
a2n
m ζabtnm(5.6)

From (5.5) and (5.6), it is clear that the q-expansions of

σ

(
j ◦
(
a b
0 d

))
and j ◦

(
a bt (mod d)
0 d

)
,

are equal, so the coefficients of the q-expansion of sk are σ-invariant and therefore
lie in Z.

For (3), note first that sk is holomorphic on H. If sk has q-expansion

sk(τ) =

∞∑
t=−N

dtq
t

then sk − dtjt is a modular function with a pole of lower order at ∞. Continuing
in this manner inductively, there is some polynomial f such that sk − f(j) is a
holomorphic modular function for H that vanishes at infinity. Hence, sk = f(j).
Since at each stage, all of the coefficients dt are integers, sk ∈ Z[j], as claimed. �

Proposition 5.6. The modular equation Φn(X,Y ) has the following properties:

(1) Φn(X,Y ) is irreducible.
(2) If p is prime, then Φp(X,Y ) ≡ (Xp − Y )(X − Y p) mod pZ[X,Y ]. (This

is often called the Kronecker congruence.)
(3) If n is not a square, then Φn(X,X) has leading coefficient ±1.
(4) Φn(X,Y ) = Φn(Y,X).

Proof. As in the proof of Proposition 5.4, (1) will follow from the action of SL2(Z)
on Cn, while (2) and (3) come from the q-expansions (together with some properties
of Q(ζm)).

For (1), we consider the field extensions C(j) and C(j, j ◦α). By Proposition 5.4
that for all α ∈ Cn,

[C(j, j ◦ α) : C(j)] ≤ |Cn|.
Now, if C∞(H) is the field of meromorphic functions on H, we know that for all
γ ∈ SL2(Z), f 7→ f ◦ γ is an automorphism of C∞(H) that fixes C(j). So, recalling
the map Cn → Cn, α 7→ γααγ, from the proof of Proposition 5.4, we see that



28 NICHOLAS GEORGE TRIANTAFILLOU

j ◦ α and j ◦ (γααγ) are conjugate over C(j). So, it suffices to check that for every

α ∈ Cn, there exists γ1, γ2 ∈ SL2(Z) such that

(
n 0
0 1

)
γ1 = γ2α.

This is a straight-forward number theory computation. Given a, b, d ∈ Z with

(a, b, d) = 1, we can choose g, h with gb+hd = gcd(b, d). Then, gcd
(
g, d

gcd(b,d)

)
= 1,

possibly adjusting g by a multiple of d
gcd(b,d) , we may assume that gcd(g, gcd(b, d)) =

1. Then, we can choose u, y ∈ Z such that g|u. Set x = u/g. Then, xga+ygb+yhd =
1 and(
m 0
0 1

)(
y −x
ag gb+ hd

)
=

(
my −mx
ag gb+ hd

)
=

(
dy −ax− by
g h

)(
a b
0 d

)
.

Hence, [C(j, j ◦ α) : C(j)] ≥ |Cn| and so Φn(X, j) is irreducible over C(j) and so
Φn(X,Y ) is irreducible.

For (2), looking at the q-expansions as in (5.5) shows that if α0 =

(
1 0
0 p

)
,

j ◦
(

1 i
0 p

)
≡ j ◦ σ0 (mod 1− ζip).

j ◦
(
p 0
0 1

)
≡ jp (mod p),

j ≡ (j ◦ α0)p (mod p).

Now, (1− ζp)|p, so in the q-expansions, we have

Φp(X) ≡ (X − j ◦ σ0)p(X − jp)
≡ (Xp − (j ◦ σ0)p)(X − jp)
≡ (Xp − j)(X − jp) (mod 1− ζp).

Since the coefficients of the q expansions of both Φp(X) and (Xp − j)(X − jp) are
in Z, this implies that the coefficients are divisible by p, whence

Φp(X,Y ) ≡ (Xp − Y )(X − Y p) mod pZ[X,Y ],

as claimed.
(3) This time, we look at the qn-expansions. Since n is not a square, the “leading”

coefficient of the q-expansion of j − j ◦
(
a b
0 d

)
is either 1 or −ζabn . Then the

product is an integer of norm 1, whence the computation from part (3) of the proof
of Proposition 5.4 shows that ±Φ(X,Y ) is monic.

(4) For this proof, we first note that if Ej denotes the curve with j-invariant j,
then the roots of Φn(X, j) are exactly the j-invariants of curves related to Ej by a
cyclic n-isogeny. Then, because the dual of a cyclic isogeny is a cyclic isogeny of the
same degree, the roots of Φn(x0, X) are the same as the roots of Φn(X,x0). Hence,
Φn(X,x0) = a(x0)Φn(x0, X) where a(x0) is some function of x0 which must be a
rational function so that the coefficients of X agree. But Φn(x0, x0) 6= 0 so long as
x0 is the j-invariant of a curve without a cyclic n-isogeny, so a(x0) = 1 away from
a finite set, and hence, a(x0) = 1 everywhere. �

Part (3) of Proposition 5.6 has the following important consequence.

Corollary 5.7. Suppose that E/C is an elliptic curve with complex multiplication.
Then, j(E) is an algebraic integer.



ISOGENY VOLCANOES 29

Proof. As we discussed previously, if E has complex multiplication, then E has
some endomorphism with cyclic kernel. By Proposition 4.18 applied to the class of
principal ideals, we can choose a principal prime αO of O = EndC(E) isogeny with
degree p, which corresponds to an endomorphism with kernel Z/pZ. Then, by Part
(3) of Proposition 5.6, j(E) is a root of Φp(X,X), a monic polynomial with integer
coefficients, so j(E) is an algebraic integer. �

Remark 5.8. The construction of Φn gives a very explicit proof that j(E) is an
algebraic integer. However, this approach does not generalize well to higher di-
mensional abelian varieties. Two alternate approaches that first prove that j(E) is
algebraic using Galois theory and then look at reduction modulo prime ideals are
presented in [7].

Another unfortunate consequence of our construction of Φn is that it is not clear
how Φn relates to elliptic curves in fields F of characteristic p > 0. In fact, so
long as p - n, Φn also parameterizes pairs of elliptic curves related by a cyclic n-
isogeny over F . Igusa proved this in [2] by developing a theory of modular forms
in positive characteristic. Alternately, one can note that since the multiplication-
by-n map is a rational function, the cyclic subgroups of index n are determined
by algebraic conditions. Then, the Velu formulas give algebraic formulas for the
j-invariants of curves related by cyclic n-isogenies. These formulas must give the
same parameterization in all characteristics. Then, since the modular polynomials
Φn have coefficients in Z, the coefficients of the modular polynomial in characteristic
p must be the reduction of Φn modulo pZ[X,Y ].

5.3. The Hilbert Class Polynomial. So far, we have seen that if O is an order
in the imaginary quadratic field K and a ⊂ O is a proper ideal, then, j(Ea) is
a root of some Φp(X,X) and in particular is an algebraic integer. However, we
know from the Kronecker congruence (part (2) of Proposition 5.6) and the fact
that Φp(X,X) ∈ Z[X] is monic that deg(Φp(X,X)) = 2p, so this will not typically
be the minimal polynomial of j(Ea). To understand j(Ea) better, we make the
following definition.

Definition 5.9. The Hilbert Class Polynomial of the order O in the imaginary
quadratic field K is defined by

HO(X) =
∏

[a]∈C(O)

(X − j(Ea)).

In the remainder of this section we will show that HO(X) ∈ Z[X] and in fact
that it is irreducible over K and therefore Q. In the process, we will see that the
K(j(Ea)) is the splitting field of HO(X) over K and Gal(K(j(Ea)),K) ∼= C(O) by
an isomorphism that respects the corresponding group actions on ELLC(O). Our
treatment is mostly inspired by Lecture 22 of [9]. Most of these results can also be
found in Section II of [8].

Proposition 5.10. Let HO(X) be the Hilbert class polynomial of the order O in
the imaginary quadratic field K. Then, HO(X) ∈ Z[X].

Proof. First, note that if σ ∈ Gal(Q,Q), and E is any elliptic curve, then σ : E →
Eσ induces an isomorphism EndC(E) ∼= EndC(Eσ) with inverse σ−1 by acting on
the coefficients of the endomorphisms. Hence, σ preserves the set

{j(E) : E ∈ ELLC(O)}
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of roots of HO(X). Thus, HO(X) ∈ Q[X]. Moreover, for any proper O ideal a, O
has an element of norm p if and only if j(Ea) is a root of Φp(X) and so HO(X)
divides Φp(X). Hence, by Gauss’s lemma HO(X) ∈ Z[X]. �

Remark 5.11. We saw in the proof of 5.10 that σ ∈ Gal(Q,Q). Using the invariant
differential, one can define a canonical embedding EndC(E) ↪→ C. Then, as in
Theorem II.2.1 of [8], let [α]E ∈ EndC(E) correspond to α ∈ O under this isomor-
phism. Under these isomorphisms, [ασ]Eσ and ([α]E)σ have the same action on the
invariant differential on Eσ, where the action of σ on O ⊂ Q is the usual action and
σ acts on EndC(E) by acting on the coefficients of the isogenies. Since an endo-
morphism over C is uniquely determined by its effect on the invariant differential,
[ασ]Eσ = ([α]E)σ.

While the equality in Remark 5.11 might, at first glance, look like a bit of abstract
nonsense, it actually carries a great deal of content. Recall that the isomorphism

C/Λ
∼=→ EΛ is defined via power series - the Weierstrass ℘-function and its derivative

- and is therefore analytic. For instance, we shall see in Theorem 5.15 that when
O is an order in the imaginary quadratic field K, Gal(Q,K) acts transitively on
ELLC(O) = {Ea : a ∈ C(O)}. However, it fixes elements of C(O). Hence, it is
not possible to use Λσ to determine EσΛ. A priori, multiplication by ασ “should”
only give an endomorphism of EΛσ . With this in mind, the fact that the action of
Gal(Q,Q) on endomorphisms is the same on the coefficients of the isogenies and on
the canonical embedding in C is a minor miracle.

As we shall soon see, the equivalence between the action of σ on “multiplication
by elements ofO” and EndC(O), which would otherwise only be related analytically,
has a very important consequence. Specifically, if L is the splitting field of HO(X),
then Gal(L/K) embeds canonically in the ideal class group C(O).

But first, we shall see that the actions of the Galois group Gal(Q,K) and the
ideal class group C(O) on ELLC(O) commute. Our treatment seeks to explain
(and mildly generalize) the proof of Theorem II.2.5 in [8], which also serves as a
reference for some details that we omit.

Proposition 5.12. Let O be an order in the imaginary quadratic field K and let
a and b be proper fractional O-ideals. Then, for any σ ∈ Gal(Q,Q),

(bEa)σ = bσEσa .

Proof. To prove this equality, we again need to show that applying σ in two different
contexts (which at first glance are only related analytically) yields the same result.
Since b determines the kernel of an isogeny, one might hope to apply the Velu
formulas to describe both sides algebraically, but since the kernel must pass through
the Weierstrass ℘-function, it quickly becomes clear that this approach is hopeless.
Hence, we will need to use a different tool - Remark 5.11 - to relate the algebra and
the analysis.

In order to apply Remark 5.11, we first need to describe b in terms of individual
elements of O. With this in mind, consider a free resolution of b as an O-module.

→ On2
B→ On1 → b→ 0

In particular, B has coefficients in O and since σ(O) = O,

→ On2
Bσ→ On1 → bσ → 0
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is a free resolution of the O-module bσ, where Bσ is given by the action of σ on
the coefficients of B as a matrix over O.

The second key idea is that we can learn about bEa by studying hom(b, Ea). As
motivation, consider the following lemma, which modifies II.2.5.1 of [8] so the proof
holds for general orders.

Lemma 5.13. Let O be an order in an imaginary quadratic field K and let a be a
O-ideal and M a torsion-free O-module. Then,

Φ : b−1M → homO(b,M), α 7→ (φα : b→M,x 7→ αx)

is an isomorphism.

Proof. Since O is a domain, b,M are torsion free and FracO = K, φ : b → M
extends to a map b ⊗K → M ⊗K. This is a linear map from a one-dimensional
vector space, so φ is multiplication by some element of M ⊗K. Since φ(b) ⊂ M ,
φ must be multiplication by some element of b−1M . Any such a multiplication
clearly defines a homomorphism, which completes the proof. �

There are two obvious ways to study hom(b, Ea) - we can vary either the first
or the second component.

Next, we vary the first component using our free resolution of b. Noting that
hom(On, Ea) ∼= Ena as an O-module, we have the following exact sequence of O
modules:

0→ hom(b, Ea)→ En1
a

Bt→ En2
a

Here, Bt is both a matrix over O and also a morphism of abelian varieties. The
key point is that by Remark 5.11 the actions of σ ∈ Gal(Q,Q) is the same on Bt

as a matrix over O and as a a morphism of abelian varieties. Since hom(b, Ea) =
ker(Bt), this means that hom(b, Ea) is an abelian variety and moreover

hom(b, Ea)σ ∼= hom(bσ, Eσa ).

If instead we vary the second component using the exact sequence

0→ a→ C→ Ea → 0

and apply Lemma 5.13 (twice), we get an exact sequence

0→ b−1a→ C→ hom(b, Ea).

Hence, bEa
∼= C/(b−1a) embeds naturally in hom(b, Ea). In fact, we can say more.

Taking the “hom product” of the free resolution of b and the exact sequence for Ea

and applying the snake lemma, we can extend this exact sequence to

0→ b−1a→ C→ hom(b, Ea)→ an1/(Btan2).

Viewing hom(b, Ea) as an abelian subvariety of En1
a , all of these maps are con-

tinuous in the complex topology. an1/(Btan2) is discrete, so Image(C) is a union
of connected components and it is connected, since C is connected. Since also
(0, . . . , 0) ∈ Image(C), bEa

∼= Image(C) is the connected component of hom(b, Ea)
containing (0, . . . 0). Hence,

(bEa)σ ∼= (connected component of (0, . . . , 0) in hom(b, Ea))σ

∼= connected component of (0, . . . , 0)σ in hom(b, Ea)σ

∼= connected component of (0, . . . , 0) in hom(bσ, Eσa )

∼= bσEσa ,
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as desired. �

The following corollary (c.f. Theorem 22.7 of [9]) is (almost) immediate.

Corollary 5.14. Let O be an order in the imaginary quadratic field K and let L
be the splitting field of O. For [a] ∈ C(O) and σ ∈ Gal(L/K), let [aσ] denote the
unique element of C(O) such that Eσa = aσEa. Then,

(1) aσ is independent of the ideal class of a.
(2) The map F : Gal(L/K) → C(O), σ 7→ aσ is an injective group homomor-

phism that commutes with the group actions on ELLC(O).

Proof. If [a], [b] ∈ C(O), then

aσEa
∼= Eσa

∼= ((ba−1)Eb)σ ∼= (ba−1)σEσb
∼= ba−1bσEb = bσEb,

where (ba−1)σ = ba−1 since σ fixes K and ((ba−1)Eb)σ ∼= (ba−1)σEσb by Proposi-
tion 5.12. Both (1) and (2) follow immediately since the action of C(O) on ELLC(O)
is simply transitive. �

In fact, using the results of Deuring from Section 3.4 we can say much more.
Since Gal(L/K) injects into C(O), Gal(L/K) is abelian and so the Artin map
defines a morphism C(O)→ Gal(L/K). Moreover, the map from Corollary 5.14 is

an isomorphism, with inverse given by the Artin map
(
L/K
·

)
. Formally, we have

the following:

Theorem 5.15. Let F be as in Proposition 5.14. Then, for all [a] ∈ C(O) and all
σ ∈ Gal(L/K), (

L/K

F (σ)

)
= σ and

[
F

((
L/K

a

))]
= [a].

Moreover, both isomorphisms F and
(
K(j(a))/K

·

)
commute with the group action

on ELLC(O).

Proof. Our proof follows the proof of Theorem 22.8 of [9] and II.4.2 of [8]. We first

prove that
[
F
((

L/K
a

))]
= [a]

Let S be the set of primes p such that not all of the following hold.

(1) p is relatively prime to the conductor of f .
(2) p is unramified in L
(3) Every curve in ELLC(O) has good reduction modulo every prime P of L

lying over p. (Alternately, p is prime to the discriminant of every minimal
model over L of these elliptic curves.)

(4) p is relatively prime to the discriminant ofHO(X), i.e.
∏

[a]6=[b]∈C(O)(j(Ea)−
j(Eb))2.

Since each condition is violated by only finitely many primes, S is finite. Hence, by
Proposition 4.18, which says that every ideal class contains infinitely many ideals of
prime norm and the proof of Theorem 2.15 which gives a correspondence between
proper ideals of O and OK prime to the conductor of O, given any ideal class
[a] ∈ C(O), there is some prime ideal p of OK with norm p such that p ∩ O ∈ [a].

Now, fix some elliptic curve Eb with EndC(Eb) = O and let P be a prime of L
lying over p. Let ·̃ denote reduction mod P. Then, p induces an isogeny φ : Eb →
pEb with deg(φ) = p. Then, Proposition 3.21 says that deg(φ̃ : Ẽb → p̃Eb) = p.
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Now, if a′ ∈ [p] = [p]−1 has norm prime to p, then a′ induces an isogeny ψ :
pEb → a′pEb = Eb. Then, the ψ ◦ φ acts by multiplication by α on the invariant

differential, where a′p = αOK . Now, α̃ = ˜deg(ψ) deg(φ) = 0̃ and so ψ̃ ◦ φ̃ is

inseparable. ψ̃ has degree equal to the norm of a′, which is prime to p, so ψ̃ is

separable, whence φ̃ is inseparable.
Now, since φ̃ is inseparable, φ̃ factors over π, the pth power Frobenius endo-

morphism as φ̃ = φ′ ◦ π. Now, deg(φ′) = deg(φ̃)/deg(π) = 1, so φ′ defines an

isomorphism between Ẽb

π
and p̃Eb. Moreover, by the definition of the Artin sym-

bol, π =
(̃
L/K
p

)
and so

˜
E

(L/Kp )
b

∼= p̃Eb.

The assumption that p is prime to the discriminant of HO(X) means that the
reductions mod P of non-isomorphic curves in ELLL(O) are not isomorphic. Hence,

E
(L/Kp )
b = pEb and so F

((
L/K
p

))
= [p], as desired.

In particular, F is surjective. We have already seen that F is injective, so F is
a group isomorphism. The remainder of the theorem follows immediately from our
earlier results. �

We conclude this subsection with the following corollary, which answers our
question about the minimal polynomial of j(Ea).

Corollary 5.16. Let O be an order in an imaginary quadratic field K and let a
be any proper fractional O-ideal. Then, the Hilbert Class polynomial HO(X) is
irreducible over K and has splitting field K(j(Ea)).

Proof. Let L be the splitting field of HO(X). Since the action of C(O) on ELLC(O)
is transitive, Theorem 5.15 implies that the action of Gal(L/K) on ELLC(O) is
transitive, so, HO(X) is irreducible over K.

Moreover, [L : K] = |C(O)| = [K(j(Ea)) : K] and j(Ea) ∈ L, so L = K(j(Ea)),
as desired. �

5.4. The Main Theorems of Complex Multiplication. For completeness sake,
we now give the two main theorems of complex multiplication, using the statements
from [1]. These theorems show how complex multiplication elliptic curves can be
used to generate ring class fields and ray class fields, respectively. We essentially
proved the first main theorem in the previous section and omit the proof of the
second main theorem.

Theorem 5.17 (The First Main Theorem of Complex Multiplication). Let O be
an order in an imaginary quadratic field K and let a be a proper fractional O-ideal.
Then, j(Ea) is an algebraic integer and K(j(Ea)) is the ring class field of the order
O.

Proof. We saw in the previous section that K(j(Ea)) is a Galois extension of K
with Galois group C(O). By the uniqueness assertion of the Existence Theorem
4.10 of Class Field Theory, K(j(Ea)) is the ring class field of O. We proved that
j(Ea) is an algebraic integer in Corollary 5.7. �

We now briefly comment on the proof given in section 11.D of [1], which at first
glance may seem quite different from our proof, but is actually quite similar. In
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particular, both proofs first show that all of the j(Ea) lie in the ring class field
L, which is critically important in the second half of the proof. In our proof, this
first result was disguised as the artin map mapping injectively into the class group,
but it is easy to see using the correspondence theorems of class field theory that
these result are really the same. Also, where we used the Artin map to find the
Frobenius elements, while Cox’s proof uses a corresponding argument using the
Kronecker congruence. Again these are two sides of the same coin. Finally, the
possible congruence relations in Cox’s argument correspond to the possibility that
our φ was separable or inseparable and a similar argument is needed to show that
the separable case always holds.

We now quickly define the Weber function as in 11.D of [1] (omitting a couple of
special cases), which we will need to state the Second Main Theorem of Complex
Multiplication.

Definition 5.18. Let Λ be a lattice with g2(Λ) 6= 0, g3(Λ) 6= 0. Then, the Weber
function τ(z; Λ) is defined by

τ(z; Λ) =
g2(Λ)g3(Λ)

g2(Λ)3 − 27g3(Λ)2
℘(z; Λ)

The advantage of τ(z; Λ) over ℘(z; Λ) is that it is invariant upon rescaling the
lattice. We can now cite [1] and state:

Theorem 5.19. Let K be an imaginary quadratic field of discriminant dK , let
wK = (dK +

√
dK)/2 and let N be a positive integer. Then,

(1) K(j(EOK ), τ(1/N ;OK)) is the ray class field of the ideal NOK .
(2) Let O be the order of conductor N in K. Then, K(j(EO), τ(wK ;O)) is the

ray class for the modulus NOK .

Remark 5.20. We omit the proof. It is worth noting that τ(1/N ;OK) (and similarly
τ(wK ;O)) is an N -torsion point on the elliptic curve. Hence, this result (which gives
generating sets for many of the finite abelian extensions of K) is analogous to the
result that the abelian extensions of Q are given by adjoining torsion points of the
multiplicative group C×, i.e. roots of unity. Indeed, this analogy is at the heart of
the theory of complex multiplication.

5.5. The CM Method and Other Computations. Having seen the applica-
tions of HO(X) and Φn(X,X) to the theory of complex multiplication and class
field theory, we now discuss some computational applications.

First, we discuss the CM method for computing curves with a specified number
of points. Our goal is to find an elliptic curve E over the finite field Fq with some
specified number of points - say q+ 1− t points. The ability to find such curves has
important applications for several cryptographic and primality-proving algorithms.
Our treatment is influenced by Sutherland’s exposition in [9] and [10].

We motivate the CM method by noting that if End(E) ∼= O, the endomorphisms
of E/Fq correspond to principal ideals. Then, E has an endomorphism of order q
if and only if O has a principal ideal of norm q, i.e. if and only if we can write

q =

(
t+ v

√
D

2

)(
t− v

√
D

2

)
=
t2 − v2D

4

for some integers t and v. Moreover, we claim that for fixed D < −4, that if t and
v are prime to q, then they are unique up to sign.
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It clearly suffices to prove uniqueness when D = dK , the discriminant of OK ,
as taking the ideal of conductor f multiplies the discriminant by f2. In this case,
taking p = char(q), if q factors as above, then either factor generates a principal
ideal of OK of norm q that is not a p-th power. Since the only units of OK are ±1,
these factors are not equal. Hence, p must split completely in OK as pOK = pfkp.
Every OK-ideal of norm q = pa that is not divisible by p must therefore factor as
either pa or pa. Since the only units of OK are ±1 and these ideals are principal,
their generator is unique up to sign, as desired.

Now, if E/Fq, we always have a endomorphism of norm q, namely the qth power

Frobenius endomorphism π. Hence, if End(E) = O, we must have that π = ±t±v
√
D

2
for our unique choice of t and v. Also, we know that π satisfies the polynomial

x2 − tr(π)x+N(π) = 0 and so by the quadratic formula, π =
tr(π)±

√
tr(π)2−4N(π)

2 ,
so tr(π) = ±t. Hence, the elliptic curve E/Fp has q + 1 ∓ t points and so the
quadratic twist will have q + 1 ± t points. In particular, exactly one of E/Fq and
its quadratic twist will have q + 1 − t points. If q is large, testing the order of
a random point on each curve will distinguish between the two possibilities with
high probability. Hence, we have reduced the problem of finding an elliptic curve
with a specified number of points to the problem of finding an elliptic curve with a
specified CM endomorphism ring. This approach to finding curves is known as the
CM method.

Fortunately, we know exactly how to find a curve E with End(E) ∼= O - we use
the Hilbert Class polynomial HO(X)! So long as q is prime to the conductor of O
and p = char(q) splits completely in K - as we have seen is always the case when
applying the CM method - by Corollary 3.25 of the Deuring Lifting Theorem, the
roots of HO(X) correspond under reduction modulo some prime P to elliptic curves
over Fq with endomorphism ring O. In particular, roots of HO(X) lying in Fq are
the j-invariants of elliptic curves over Fp with endomorphism ring O. Thus, if we
can compute the Hilbert Class polynomial HO(X), we can easily find curves with
endomorphism ring O and hence find curves with a specified number of points.

To illustrate how powerful knowing the Hilbert Class polynomial can be, we
now demonstrate an ad-hoc method to finding an elliptic curve (or rather it’s j-
invariant) with a particular endomorphism ring, namely the ring of integers OK in
the field K = Q(

√
−7).

Example 5.21. Our goal is to find (the j-invariant of) an elliptic curve (over
C) with endomorphism ring OQ(

√
−7). Since this ring has class number 1, setting

x = 1+
√
−7

2 , this curve must correspond to the lattice Λ = C[1, x], where we will
choose the constant C for computational convenience later on. Our computation
generalizes the similar computation of j(EOK(

√
−2)

) from Section 10.C of [1].

We will compute j (EΛ) using the power series expansion of ℘(z; Λ), noting that
both j and the coefficients of this power series are functions of g2(Λ) and g3(Λ).
From this point forward, we tread Λ as fixed (except for our potential rescaling)
and omit it from the notation.

Since the following arguments apply to compute j
(
E[1,x]

)
for any algebraic in-

teger x(6= ±2) of norm 2, we leave x as a variable until we reach the point where it
makes the equations unpleasant to write.
℘(z) is an even Λ-periodic function, so as xΛ ⊂ Λ, ℘(xz) is also an even Λ-

periodic function. In particular, part (ii) of Proposition 3.13 says that ℘(xz) is a
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rational function of ℘. Since x is an algebraic integer of norm 2, ℘(xz) has two
poles, each of order 2 on a fundamental domain for Λ, while ℘(z) has only one pole

of order 2, so it is not hard to see that ℘(xz) = A(℘(z))
B(℘(z)) , where A has degree 2 and

B has degree 1. (In fact, we can see that B(℘(z)) = c(℘(z)− ℘(C/x)).) Hence, we
may write:

℘(xz) = a℘(z) + b+
1

c℘(z) + d
(5.7)

for some complex numbers a, b, c, d. Now, note that ℘(z) has the power series
expansion:

℘(z) =
1

z2
+
g2

20
z2 +

g3

28
z4 +

g2
2

1200
z6 + · · ·

By choosing an appropriate scale-factor C in the definition of Λ, we may assume
that g2 = 20g and g3 = 28g, so that

℘(z) =
1

z2
+ gz2 + gz4 + g23z6 + · · ·

Looking at the coefficients of z−2 and z0 in (5.7), we see that a = 1
x2 and b = 0.

Then, we have that

c℘(z) + d

=
c

z2
+ d+ gcz2 + gcz4 +

g2

3
cz6 + · · ·

=(℘(xz)− a℘(z))−1

=

((
x2 − 1

x2

)
gz2 +

(
x4 − 1

x2

)
gz4 +

(
x6 − 1

x2

)
g2

3
z6 + · · ·

)−1

=
z−2

g
(
x2 − 1

x2

) − g
(
x4 − 1

x2

)
g2
(
x2 − 1

x2

)2 +
−z2

g
(
x2 − 1

x2

) (− (x4 − 1
x2

)2
+ g

3

(
x6 − 1

x2

) (
x2 − 1

x2

)(
x2 − 1

x2

)2
)

+ · · ·

From the coefficient of z−2, c = 1

g(x2− 1
x2

)
. Looking at the coefficient of z2, we have

g

(
x2 − 1

x2

)2

=

(
x4 − 1

x2

)2

+
g

3

(
x6 − 1

x2

)(
x2 − 1

x2

)
Rearranging terms,

g =
3(x6 − 1)2

(x4 − 1)(x8 + 3x4 − 4)
=

3(x6 − 1)2

(x4 − 1)2(x4 + 4)

Now, plugging in x = 1+
√
−7

2 , we see that g = 7
4 . Hence,

j

(
1 +
√
−7

2

)
=

1728g3
2

g3
2 − 27g2

3

=
1728 · 8000g

8000g − 27 · 282
=

1728 · 14000

14000− 21168
= −3375.

Hence, the elliptic curve with j-invariant −3375 has complex multiplication by
OQ(

√
−7) and since |C(OQ(

√
−7))| = 1, it is the unique such curve (up to isomor-

phism.)

By ad-hoc approaches, one can compute many more j-invariants, and the corre-
sponding elliptic curves, but these methods become complicated quite quickly. [1]
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spends 7 full pages computing j(
√
−14). While some of the machinery develope-

d there can be applied to compute other j-invariants, the more general approach
provided by the Hilbert Class polynomial is clearly needed.

As Cox discusses in Section 13 of [1], one can use the modular polynomials
Φm(X,Y ) to compute the Hilbert Class polynomials HO(X). In fact, there are
explicit formulas for the factorization of Φm(X,X) into Hilbert Class polynomials.
Hence, choosing m appropriately, factoring Φm(X,X), and looking at the irre-
ducibles that appear only once in the factorization, gives an algorithm to compute
any HO(X). It is also worth noting that this gives a deterministic algorithm to
determine the class number of any order, given access to appropriate Φm(X,Y ).

While there are deterministic algorithms to compute Φm(X,Y ), by matching up
coefficients of j-expansions, these algorithms are typically very slow, because the
coefficients of these polynomials grow incredibly quickly. See Section 13 of [1] for
more detail.

In the remaining section, we will discuss a new algorithm, based on “isogeny
volcanoes” that has tremendously increased the range of orders for which it is
possible to compute HO(X).

6. Isogeny Volcanoes

In this section, we discuss a powerful tool for computing elliptic curves - isogeny
volcanoes. The main idea is that instead of studying an elliptic curve in isolation,
we can learn about an elliptic curve more efficiently by studying the isogenous
elliptic curves. As we shall see, if we restrict ourselves to following `-isogenies (for
` a prime not equal to the characteristic of the base field), then the resulting graph
of elliptic curves has a very special structure, called an `-volcano. According to
Sutherland in [10], this was first discovered/explained by David Kohel in his PhD
thesis [3].

The structure of the `-isogeny graph allows for several special purpose algorithms
that allow various computations - of endomorphism rings, Hilbert class polynomials,
and modular polynomials, among other things - to be carried out for much larger
parameters than was previously possible. As an application, we will discuss the
isogeny volcano-based algorithm for computing the Hilbert Class polynomial.

6.1. The `-Isogeny Graph. In this section, we will study `-isogenies of elliptic
curves over a field k, for a prime ` 6= char(k). Our exposition is influenced by both
[10] and Lecture 23 of [9].

We start by citing the following definition of the `-isogeny graph from [10].

Definition 6.1. Let k be a field. The `-isogeny graph G`(k) has vertex set k and
directed edges (j1, j2) present with multiplicity equal to the multiplicity of j2 as a
root of Φ`(j1, Y ).

By Remark 5.5, we have that there edges (j1, j2) correspond exactly to isogenies
from the elliptic curve with j-invariant j1 to the elliptic curve with j-invariant j2.
We will see that this graph has a remarkable structure that is dicatated by the
endomorphism rings of the curves.

Hence, in order discuss the `-isogeny graph, we first investigate the relationship
between the endomorphism rings of `-isogenous curves.
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Proposition 6.2. Let K be an imaginary quadratic field, k be any field and let
E/k be an elliptic curve with

Endk(E) = O = Z + fOK .
Suppose that φ : E → E′ is an isogeny with deg(φ) = ` a prime. Then,

Endk(E′) = O′ = Z + f ′OK ,
where either f ′ = f , f ′ = `f , or f ′ = f/`. In particular, if O is an order in K, O′
is also an order in K.

Proof. First, we prove that if O is an order in K, then O′ is an order in K. Since
the endomorphism rings are torsion-free, the additive group homomorphism

Ψ : End(E)→ End(E′), ψ 7→ φ ◦ ψ ◦ φ̂
extends to a map Ψ′ : End(E)⊗Q→ End(E′)⊗Q. Then, define L : End(E′)⊗Q→
End(E′) ⊗ Q by composition with the multiplication-by-(1/`) map (on either side
since it commutes with isogenies). It is clear that L ◦ Ψ′ defines an isomorphism
of rings between End(E)⊗Q and End(E′)⊗Q with inverse defined similarly, but

changing the role of φ and its dual φ̂. Hence, End(E)⊗Q ∼= End(E′)⊗Q, so they
are orders in the same imaginary quadratic field.

Furthermore, the map L ◦Ψ′ and its inverse tell us that `O ⊂ O′ and `O′ ⊂ O,
whence f ′ = f , f ′ = f`, or f ′` = f . �

It will be useful to have some terminology to refer to these three cases, so we
state the following definition, paraphrased from 2.7 of [10] (see also Definition 23.2
of [9]).

Definition 6.3. Let φ : E → E′ be an `-isogeny between elliptic curves with
endomophism rings O = Z + fOK and O′ = Z + f ′OK orders in the imaginary
quadratic field K. If

(1) O = O′, then φ is horizontal.
(2) O ) O′, then [O : O′] = ` and φ is descending.
(3) O ( O′, then [O′ : O] = ` and φ is ascending.

If φ is either descending or ascending, then φ is vertical.

Now, we know that so long as ` 6= char(k), there are exactly ` + 1 isogenies of
degree ` from any elliptic curve E/k. These isogenies correspond exactly to the
` + 1 cyclic subgroups of the `-torsion (Z/`Z)2. Equivalently, they correspond to
index ` (additive) subgroups of the lattice O. It would be nice to know given a
curve E how many of these isogenies are horizontal, how many are descending, and
how many are ascending. Remarkably, under mild restrictions on k, the answer
depends only on the prime ` and the order O = Endk(E).

Theorem 6.4. Let k be an algebraically closed field and let E/k be an elliptic curve
with Endk(E) ∼= O = Z + fOK be an order in the imaginary quadratic field K.

Let ` 6= char(k) be a prime. If ` divides f , there are 0 horizontal `-isogenies, `
descending isogenies, and 1 ascending isogeny from E. If ` - f , then the number of
horizontal `-isogenies

• 0 if ` is inert in K.
• 1 if ` is ramified in K.
• 2 is ` splits completely in K.
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and the remaining `-isogenies are (necessarily) descending.

Proof. Our proof for the horizontal isogenies expands on section 2.9 of [10], while
the proof in the vertical case is this author’s own (although it has likely been
discovered before).

Since the j-invariants are (the reductions of) algebraic integers, we may assume
that our curve and all `-isogenous curves are defined over some finite extension of
Fp or Q. Then, applying the result of Deuring that reduction of isogenies is injective

and preserves degrees (Proposition 3.21), it suffices to check the case where k = C.
Now, for any `-isogeny φ : E → E′, then E and E′ must correspond to proper

fractional ideals a of O and b of O′, where b ⊂ a by Proposition 3.17.
If O = O′, i.e. the isogeny is horizontal, b is a proper fractional O-ideal. Hence,

a−1b is a proper O-ideal of norm ` if and only if the isogeny is horizontal.
If O ( O′, i.e. the isogeny is ascending, b is a fractional O-ideal, but is not

proper, whence a−1b is a O-ideal of norm ` that is not proper. Hence, a−1b is a
non-proper O-ideal of norm ` if and only if the isogeny is ascending.

In the remaining case, O ⊃ O′, we see that the isogeny is descending if and only
if a−1b is not a O-ideal.

So, it suffices to determine how many of the ` + 1 (additive) subgroups of O of
order ` are proper ideals, how many are non-proper ideals, and how many are not
ideals at all.

If ` divides the conductor f = `f ′ of O, then we may write O as the lattice

[`f ′ωK , 1], where ωK = D+
√
D

2 , where D is the discriminant of OK . Now, we know
by Proposition 5.2 that every integer matrix with determinant ` has the form MN ,
where M is in SL2(Z) and N is in C`. Hence, the sublattices of index ` are exactly
[`f ′ωK + a, `], where 0 ≤ a < ` and [`2f ′ωK , 1].

Considering the imaginary part, `f ′ωK /∈ [`2f ′ωK , 1], so [`2f ′ωK , 1] is not a
O-ideal. Similarly,

(`f ′ωK + a)`f ′ωK = `[`(f ′)2|ωK |2 + f ′a(ωK + ωK)]− a(`f ′ωK + a) + a2

is in [`f ′ωK + a, `] if and only if a ≡ 0 (mod `). So, unless a = 0, this is not an
ideal. Finally, it is easy to see that in fact, [`f ′ωK , `] is not a proper O-ideal, but
rather a proper Z + f ′OK ideal.

Hence, if ` divides the conductor of O = End(E), then there is one ascending
`-isogeny from E and the remaining ` of the `-isogenies are descending.

If ` does not divide the conductor of O = End(E), then as in the proof of
Theorem 2.15, there is a bijection between (proper) O-ideals of norm ` and OK-
ideals of norm `, whence the claim about the number of horizontal isogenies is
clear. Since it is impossible to have an ascending isogeny in this case, the remaining
isogenies must be descending.

�

In fact, we can say slightly more about the components of CM elliptic curves
in the `-isogeny graph (where vertices are elliptic curves and edges are `-isogenies
from one to another). First, while a-priori the graph is bidirected, we may view it
as an undirected graph, since the dual of an `-isogeny is also an `-isogeny in the
opposite direction. Moreover, it is clear that all cycles must use only elliptic cures
with endomorphism ring O having conductor prime to `. Considering the C(O)
action on ELLk(O), we see that the size of a cycle must be the order in C(O) of
the norm ` proper ideal of O.
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Since the proof of Lemma 6 (the vertical isogeny portion of our Theorem 6.4)
in [10] is superficially different looking, we make a few brief comments. First, our
decision to multiply by the ideal a−1 corresponds to the change of curves that
Sutherland uses to prove that if one curve with a given endomorphism ring has an
ascending isogeny, then all such curves do. The remainder of his proof is a counting
argument and induction, using the result from Theorem 2.20 on the relative sizes
of the ideal class groups. Note that our proof of Theorem 6.4, together with the
following discussion is a stronger argument, in that a simple counting argument
provides an easy proof of Theorem 2.20, rather than requiring this Theorem as a
step in the proof.

Remark 6.5. Next, we consider the case where k is not algebraically closed. If O
is an order in the imaginary quadratic field K and k contains

√
dK , where dK is

the discriminant of OK (equivalently, k contains the discriminant of O), then by
Corollary 5.16, HO(X) splits completely in k if and only if it has a root in k. This
means that either elliptic curve with endomorphism ring O can be defined over k
or none of the elliptic curves with endomorphism ring O can be defined over k.

In fact, we can say more. First recall that if O and O′ are the orders of conductor
f and `f respectively, then we have

C(O) ∼= IK(f)/PK,Z(f), C(O′) ∼= IK(`f)/PK,Z(`f)

as in Theorem 2.15. Now, since every ideal class of C(O) contains a representative
that is relatively prime to `f , we can rewrite C(O) as

C(O) ∼= IK(`f)/(PK,Z(f) ∩ IK(`f)).

Now, it is clear that

(PK,Z(f) ∩ IK(`f)) ⊃ PK,Z(`f),

so by Galois Theory and the uniqueness assertion of the existence theorem of class
field theory (Theorem 4.10), the splitting field of HO(X) over K is contained in
the splitting field of HO′(X) over K.

Reducing modulo a prime if necessary, it follows that, so long as k contains
√
dK ,

if one elliptic curve with endomorphism ring Z + `tfOK is defined over k, then for
0 ≤ s ≤ t, then every elliptic curve with endomorphism ring Z + `sfOK can be
defined over k.

According to 2.3 of [10], given two `-isogenous elliptic curves, both defined over
k, we may assume that the `-isogeny is also defined over k by choosing appropriate
twists.

Remark 6.6. Unfortunately, when k does not contain
√
dK , the situation is mildly

more complicated. It is possible that some, but not all elliptic curves over k with
endomorphism ring O = Endk(E) are defined over k.

However, as claimed in Lemma 23.5 of [9], it is is still true that either 0 or |C(O)|
curves have Endk(E) = O.

If Endk(E) = O, then every isogeny acts on the invariant differential by a +

b
√
dK for some a, b ∈ Z. Now, the action on the invariant differential is defined

algebraically, so if b 6= 0 for some endomorphism defined over k, then a+b
√
dK ∈ k,

and so
√
dK ∈ k. If this is not the case, then every endomorphism acts on the

invariant differential by multiplication by a, and so Endk(E) = Z. This confirms
Kohel’s dictionary at the end of Section 3.2 of his thesis [3], which says that in
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characteristic zero K(j(Ea)) is the field of definition for the endomorphism ring of
Ea, while EndQ(j(Ea))(Ea) = Z.

Fortunately, when working with elliptic curves over finite fields, we will always
have a Frobenius endomorphism which does not lie in Z, so we will never have to
worry about this possible issue.

This fact is stated somewhat unclearly in the existing literature on the topic,
since the field of definition of the endomorphism is not always specified when talk-
ing about the endomorphism ring of an elliptic curve over a field k that is not
algebraically closed.

For completeness, we give an example where some, but not all elliptic curves over
k with endomorphism ring O = Endk(E) are defined over k, noting that this is not
the correct interpretation of Sutherland’s statements in 2.8 of [10] and Lemma 23.5
of [9].

One additional source of confusion is Sutherland’s claim in his “proof” of Lemma
23.5 that if End(E) = O, then Q(j(E)) is the splitting field of HO(X) over Q.

However, j(Ea) is real if and only if a = a = a−1 in C(O) since j(Ea) = j(Ea).
In particular, Q(j(EO)) is totally real. Hence, if O is any order with class group
not isomorphic to (Z/2Z)n for some n, Q(j(EO)) contains some, but not all of the
elliptic curves over C with endomorphism ring O = EndC(E).

Ultimately, the problem that this example demonstrates is that if L is the Hilbert
Class field of the order O in the imaginary quadratic field K, then

Gal(L/Q) ∼= Gal(L/K) o Gal(K/Q) ∼= C(O) o Z/2Z,
where the action of Z/2Z is to invert elements of C(O) - equivalently, it acts by
conjugation. Since Z/2Z is not normal in Gal(L/Q) if C(O) 6∼= (Z/2Z)n, we cannot
quotient by it. Hence, Q(j(EO)), the fixed field of the conjugation action, is not
Galois over Q, which yields the previous example.

With this out of the way, we are classify the components of the `-isogeny graph
containing CM curves. First, we define a special type of graph, known as an `-
volcano, citing the definition from [10]. The properties should seem familiar from
our recent discussions.

Definition 6.7. An `-volcano is a connected undirected graph whose vertices are
partitioned into one or more levels V0, . . . , Vd such that the following hold:

(1) The subgraph of V0 is a regular graph of degree at most 2.
(2) For i > 0, each vertex in Vi has exactly one neighbor in level Vi−1 and this

accounts for every edge not on the surface.
(3) For i < d, each vertex in Vi has degree `+ 1.

V0 is called the surface of the volcano, while Vd is called the floor.

The name “volcano” comes from the shape of the graph, where V0 is a cycle,
surrounded by a rapidly branching graph, which suggests an aerial view of volcanic
crater surrounded by the mountainside. See Figure 6.1 for an example of a 3-volcano
with |V0| = 5 and d = 2.

It is clear that the conditions defining a volcano are related to the horizontal
and vertical isogenies we discussed in Theorem 6.4. Take f prime to `, and take
Wi to be the set of curves (over k) with endomorphism ring Z + f`iOK . Then,
E ∈ W0 has at most two horizontal isogenies, with all others mapping to curves
in W1, corresponding to condition (1). For i > 0, E ∈ Wi has one isogeny to a
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Figure 1. A 3-volcano with |V0| = 5 and d = 2.

curve in Wi−1 and ` isogenies to curves in Wi+1 - unless Wi+1 is empty, in which
case we set i = d. If k is a finite field or number field, some such d must exist as
the curves are defined over larger and larger extensions. Moreover, as we saw in
6.5, if i is minimal with Wi+1 empty, then for all j > i, Wj is empty as well. This
demonstrates condition (2) and (3).

Finally, set O = Z+ fOK . If there is an `-isogeny between curves in W0, then it
corresponds to some proper O-ideal l of norm `, which together with its inverse in
C(O), determines all horizontal `-isogenies between curves in W0. Then, following
the action of ` repeatedly, we see that the restriction of the `-isogeny graph G`(k)
to (the j-invariants of curves in) W0 is a collection of disjoint cycles of order equal
to the order of [l] in C(O).

Hence, recalling the definition of αK,p from Definition 2.18, we have the following
result, originally due to Kohel [3] and stated as in [10].

Theorem 6.8. Let Fq be a finite field and let V be a component of G`(Fq) con-
taining the j-invariants of ordinary elliptic curves, but that does not contain 0 or
1728. Then, V is an `-volcano of depth d for which the following hold:

(1) The vertices in level Vi all have the same endomorphism ring Oi.
(2) The subgraph on V0 has degree 1 + αFrac(O0),p.
(3) If αFrac(O0),p ≥ 0, then |V0| is the order of [l] in C(O0) and otherwise
|V0| = 1.

(4) ` - [OK : O0] and [Oi : Oi+1] = ` for 0 ≤ i < d.
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(5) d =
⌊
v`((tr(π)2 − 4q))/2

⌋
where π is the Frobenius endomorphism of a

curve with j-invariant in V .

Proof. We have already proved everything except part 5. First, we note that for
CM elliptic curves, the square of the trace of Frobenius is preserved by `-isogenies.
This follows from the fact proved when discussing the CM method in Section 5.5
that the integers t and v in the expression 4q = t2 − v2D, are unique up to sign
for fixed q and D (if they exist). An `-isogeny changes the discriminant D by
multiplying it by either 1, `2, or `−2, whence v is multiplied by the inverse, and
t2 = tr(π)2 does not change.

Then, if we fix t2 = tr(π)2, q, and the maximal factor of D that is relatively prime
to `, we are left with

⌊
v`((tr(π)2 − 4q))/2

⌋
+ 1 solutions (up to the sign of t and v)

for v and D, and so the floor of the volcano is at level d =
⌊
v`((tr(π)2 − 4q))/2

⌋
. �

As Sutherland notes in Remark 8 of [10], we exclude the cases of j-invariants 0

and 1728 because they correspond to the orders Z[i] and Z
[

1+
√
−3

2

]
, which have

additional units (besides ±1) and are therefore slightly more complicated at level
V1, where there are triple (respectively double) edges going into each vertex from 0
(respectively 1728) at level V1 and only single edges the other direction. Our counts
on the size of V1 are also off by a factor of approximately 3 (or 2) in these cases.
Rather than discuss these special cases further, we note that the same algorithms
that we discuss in the remainder of the paper apply in these cases as well.

6.2. Computing With Isogeny Volcanoes. In this section, we describe how
isogeny volcanoes of elliptic curves can be used to facilitate computations involving
elliptic curves. In particular, we focus on computing elliptic curves with a specified
number of points (or equivalently a specified endomorphism ring via the CM method
discussed in Section 5.5). We will find such curves via a more efficient algorithm for
computing the Hilbert Class polynomials HO(X). Then, computing its roots over
our finite field gives us all of the curves with endomorphism ring O, which gives us
all of the desired curves. All of the algorithms we discuss, and several more, can be
found in [10]. Sutherland also discusses the computational complexity in greater
detail and presents more particular implementation details. We content ourselves
to give a very high-level description of the algorithms and refer the reader interested
in implementing these procedures or in their computational complexity to [10].

To start, we briefly describe a basic algorithms on `-volcanoes in order to orient
the reader with the structure of these graphs.

Proposition 6.9. Given an `-volcano V , the following algorithm finds a shortest
path from v to the floor of V .

(1) Choose three distinct vertices adjacent to v. (If fewer than 3 ≤ `+1 adjacent
vertices exist, return v.)

(2) Extend these adjacent vertices to paths with no backtracking (keeping each
path the same length as the others) until one of them reaches a vertex with
degree less than or equal to 2.

(3) Return the first such path.

Proof. Note that a vertex is on the floor of V if and only if it has degree less than
3, since every vertex not on the floor has degree `+ 1 ≥ 3.

Now, if a edge in a path goes towards the floor (i.e. from w ∈ Vi to w′ ∈ Vi+1)
and the path does not backtrack, every subsequent edge will also move towards the
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floor, since the only edge from w′ that does not go to Vi+2 is the edge to w. Hence,
if a path starts by moving from v towards the floor of V , when it terminates at the
floor, it will be a shortest path from v to the floor.

Finally, since a vertex has at most two adjacent vertices that are not closer to
the floor, given any three distinct adjacent vertices v, at least one will be descend
towards the floor, which completes the proof of correctness. �

Remark 6.10. When we are working with an `-isogeny volcano, it is worth noting
that (given access to the modular polynomial Φ`(X,Y ),) we can efficiently compute
neighboring vertices as follows.

Given a vertex j(E), the neighboring vertices are the roots of the polynomial
Φ`(j(E), Y ). According to the proof of Proposition 11 of [10], over a finite field
Fq, these can be computed efficiently enough that the computational bottle-neck is
actually in substituting j(E) into Φ`(X,Y ). Overall, Sutherland shows that if M(n)
is the time required to multiply two n-bit integers, then the previous algorithm can
be computed in time O(`2M(n) +M(`n)n).

According to the commentary immediately preceding Section 3.2 of [10], this
algorithm is not state-of-the-art when the depth d is large - Ionica and Joux have
recently developed a more efficient “pairing-based” approach to compute the dis-
tance from a vertex - but we hope that it has helped to acquaint the reader with the
structure of volcanoes while giving some indication of their use in computations.

Now, as [10] points out, we can find the trace of Frobenius of an elliptic curve in
polynomial time and so by (5) of Theorem 6.8, we can determine the depth of the
volcano as well. Hence, this algorithm allows us to efficiently determine the power
of ` dividing the discriminant of the endomorphism ring of our curve.

Running this procedure on each prime ` dividing 4q− (trπ)2 gives an algorithm
to compute the endomorphism ring of an elliptic curve E. Unfortunately, this
algorithm is not very efficient if 4q − (trπ)2 has large prime factors. [10] discusses
how a more clever use of isogeny volcanoes can make this computation efficient.

6.2.1. Computing Hilbert Class Polynomials. At long last, we can describe how to
use isogeny volcanoes to compute Hilbert Class polynomials HO(X), which, as was
discussed in Section 5.5 is a critical component of an efficient implementation of
the CM method for finding elliptic curves with a specified number of points over a
given finite field. Our discussion expands on 3.4 of [10]. We will assume throughout
that the structure of the class group C(O) is known.

We first recall that the roots of the Hilbert class polynomial modulo p are exactly
the j-invariants of the elliptic curves E/Fp with endomorphism ring EndFp(E) ∼= O.

Hence, if we can find the (j-invariants of) all of the elliptic curves over Fp with
endomorphism ring O, then we can compute HO(X) (mod p). If we repeat this
computation for sufficiently many primes, then we can use the Chinese Remainder
Theorem together with known bounds on the sizes of the coefficients of HO(X) to
compute HO(X) over Q.

Note that if E/Fq has endomorphism ringO, whereO is the order of discriminant
D, then considering the Frobenius endomorphism πFq ,

q = N(πFq ) = (
tr(πFq ) + v

√
D

2
)(

tr(πFq )− v
√
D

2
) =

t2 − v2D

4
,

so we need to find a large set of primes p together with some power q = pa satisfying
4q = t2 − v2D for some integers t and v (that depend on q). So that we can work
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in the finite field Fp, which in many implementations has quicker arithmetic than
more general finite fields, we prefer to use primes where q = p1 We specialize to
this case in what follows, although the algorithm also works for more general finite
fields.

Now, given a prime p, and q = pa such that 4q = t2 − v2D, we wish to compute
HO(X) (mod p) by finding all of the j-invariants of elliptic curves with endomor-
phism ring O.

First, we need to find at least one elliptic curve E/Fq with EndFq (E) = O. All
we know about such curves is that they have trace of Frobenius ±t. However, we
also know that the endomorphism ring EndFq (E

′) of any other curve with trace
of Frobenius ±t will also have EndFq (E) = O′ an order in the same imaginary

quadratic field Q(
√
t2 − 4q) = Q(

√
v2D) = Q(

√
D). Hence, given a curve E′/Fq

with trace of Frobenius ±t, we can move to a curve E/Fq by moving along `-isogeny
volcanoes for the prime factors ` of 4q − t2. Using our depth finding algorithm, we
can make sure that we always move in the right direction. (Note that the procedure
we used to compute the endomorphisms will typically be efficient here, since we care
most about the cases where D has few square divisors and where v is as small as
possible.)

Finding an elliptic curve with trace of Frobenius±t is simply a matter of choosing
random curves and counting points via Schoof’s algorithm. While this may seem
somewhat circular - we are finding (many) curves with a specified number of points
so that we can compute a polynomial that will allow us to compute more curves
with a specified number of points - recall that the primes p that we are working
with are much smaller than the primes of cryptographic size that we are interested
in (and which may have hundreds of digits). Since the guess-and-check method
for finding curves with a given number of points does not scale well, it could be
impractical to carry out over a field with over 10100 elements, but still be efficient
to run hundreds of times over fields of much smaller order.

Once we have found an elliptic curve E/Fq with EndFq (E) = O, we need to find
all of the other elliptic curves with endomorphism ring O. For this, we can again
make use of the isogeny volcano structure.

We know that C(O) acts simply transitively on ELLFq (O). Moreover, the action
of [a] ∈ C(O) on E ∈ ELLFq (O) is the same as following the appropriate horizontal
N(a)-isogeny. Then, if C(O) is generated by [a1], . . . , [ad], where each ai has small
prime norm, we can use our depth-finding algorithm to efficiently walk the surface
of these N(ai)-volcanoes until we have listed all |C(O)| elements of ELLFq (O).

Remark 6.11. In practice, as Sutherland notes in 3.4 of [10], when enumerating
ELLFq (O), it is important to choose a good presentation. For a naive implemen-
tation, the best choice of generators is typically given by a polycyclic presentation
for C(O) where the each generator is chosen to have the minimum possible norm
among elements not in the span of the preceding generators. Such a norm will al-
ways be prime. This minimizes the primes ` for the modular polynomials Φ`(X,Y )
involved in the computations.

Note that this presentation only needs to be computed once in the computation
of HO(X) and can be used for all of the prime moduli, so it is worth the effort to
find a good presentation.
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Once we have found all j-invariants of curves in ELLFq (O), it is a simple matter
to compute that in Fq and therefore modulo p,

HO(X) ≡
∏

E∈ELLFq (O)

(X − j(E)) (mod p).

Repeating the computation for many primes and applying the Chinese Remain-
der Theorem, we can compute HO(X) over Q.

Remark 6.12. Recall that in Section 5.5, the main obstruction to applying the
CM method to compute elliptic curves was that we needed to be able to compute
ΦD(X,X) (and possibly also Φ4D(X,X)) in order to compute HO(X). Using the
isogeny volcano-based approach presented here, if

S ={p′ = N(ai) for some ai in our presentation of C(O)}
∪ {p′ : (p′)2|4q − t2 for some q in our collection}

then we only need to know Φp for p ∈ S. Typically, max(S) is much smaller than
D, leading to huge computational savings.

When implementing this algorithm, a number of tricks, ranging from better
methods for walking the surface of the volcanoes from our polycyclic presentation to
using alternate versions of the modular polynomials can lead to substantial savings.
It is also possible to use a similar algorithm to compute modular polynomials, which
can then be used in turn to compute even larger modular polynomials or Hilber
class polynomials. See sections 3.4 and 3.5 of [10] for further details.

To summarize our discussion, we state the algorithm that we have presented
for computing the Hilbert class polynomial HO(X), essentially quoting from 3.4 of
[10].

Proposition 6.13. Given an order O of discriminant D in the imaginary quadratic
field K, the following steps compute HO(X).

(1) Find a large set of primes p satisfying 4pa = t2p − v2
pD for some integers

t, v, a depending on p.
(2) For each prime p, compute HO(X) over Fpa (equivalently mod p) as follows:

(a) Search at random to find an elliptic curve E/Fpa with |E(Fpa)| =
p+ 1± t.

(b) Use the volcano depth-finding algorithm and appropriate isogenies to
find a curve E′/Fpa with EndFpa (E′) = O.

(c) Use the C(O)-action, together with suitable presentation of O to enu-
merate ELLFpa (O) by walking the surface of various `-isogeny volca-
noes.

(d) Compute HO(X) ≡
∏
E∈ELLFpa (O)(X − j(E)) (mod p)

(3) Compute HO(X) by the Chinese Remainder Theorem, using bounds on the
coefficients.

We now give an extended example of step 2 of the algorithm from Proposition
6.13, demonstrating the computation of HOQ(

√
−251)

(X) (mod 6311) starting from

an elliptic curve over F6311 with trace of Frobenius ±12.

Example 6.14. Let K = Q(
√
−251) and O = OK be the order of discriminant

251. The prime 6311 satisfies 4 · 6311 = 122 + 102 · 251. We will compute HO(X)
(mod 6311).
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Figure 2. The connected component of 1999 in G2(F6311).

For convenience, throughout this example, we let Ej denote the (F6311-isomorphism
class) of curves with j-invariant j.

To start, we a curve with trace of Frobenius ±12. By random sampling, we find
that we can take the curves E with j(E) = 1999. This completes step 2a.

Now, since 4 · 6311 − 122 = 102 · dK , we know that the endomorphism ring of
E is an order O of conductor f dividing 10. Since 21|10 exactly, the 2-volcanoes
consisting orders of K will have depth d = 1, and similarly for the 5-volcanoes.
Hence, every vertex that is not a leaf is on the surface, so we need to find a j-
invariant that is not a leaf of a 2-isogeny-volcano or a 5-isogeny volcano.

First, we consider the 2-isogenies. In F6311,

Φ2(X, 1999) ≡ X3 + 2979X2 + 1583X + 1969

≡ (X − 1064)(X2 − 2268X − 767)

so 2 divides the conductor of EndF6311
(E1999), but will not divide the conductor of

EndF6311(E1064). As a double check

Φ2(X, 1999) ≡ (X − 1791)(X − 1999)(X − 3691)

so, indeed, 1999 is not a leaf and must therefore be on the surface of the 2-volcano.
For good measure, we can “map” the connected component of 1999, resulting in

the 2-volcano in Figure 6.14.
Next, we consider the 5-isogenies. In F6311,

Φ5(X, 1064) = X6 −X5 − 614X4 − 1857X3 + 2648X2 + 1337X + 750

= (X − 4492)(X5 − 1820X4 + 3002X3 + 2831X2 + 2835X + 559),

so 1064 ∈ V1, while it’s neighbor 4492 will be on the surface. Hence, our original
curve E1999 had EndF6311

(E1999) = Z + 10OK , while EndF6311
(E1064) = Z + 5OK

and finally, EndF4492
(E4492) = OK . This completes step 2b.

Again, for good measure, we can “map” the connected component of 1064, re-
sulting in the 5-volcano in Figure 6.14.

Now, we need to choose a presentation for C(O). Since |C(O)| = 7 is prime,
the group is cyclic and any element is a generator. Now, since OK has an element
1 +
√
−251 not divisible by 3, but with norm N(1 +

√
−251) = 252 divisible by 3,

some element of OK has a representative ideal of norm 3. Hence, we can apply the
C(O) action by following 3-isogenies. Even better, since 3 - 10, we know that we
will always remain on the surface of the volcano, which will have depth 0.

Starting with our curve E4492, we compute that

Φ3(X, 4492) = X4 − 1124X3 − 1735X2 + 2035X − 2964

= (X − 4357)(X − 1830)(X2 − 1248X − 964).
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Figure 3. The connected component of 1064 in G5(F6311).

Figure 4. Mapping OK for K = Q(
√
−251) in G3(F6311).

Choosing a root arbitrarily (this corresponds to choosing the generator or it’s in-
verse), we find the elliptic curve E4357. Repeating the process, we compute

Φ3(X, 4357) = X4 + 847X3 − 1015X2 − 2417X + 275

= (X − 4492)(X − 2900)(X2 + 1928X − 373).

We already visited the curve E4492, so we next use the curve E2900. Continuing in
this manner, we see

Φ3(X, 2900) = (X − 5545)(X − 4357)(X2 + 703X + 161)

Φ3(X, 5545) = (X − 2900)(X − 326)(X2 − 1763X − 2896)

Φ3(X, 326) = (X − 5545)(X − 4665)(X2 + 240X − 981)

Φ3(X, 4665) = (X − 1830)(X − 326)(X2 + 1461X + 491)

Φ3(X, 1830) = (X − 4665)(X − 4492)(X2 − 600X − 835),

and so

ELLF6311
(OK) = {E4492, E4357, E2900, E5545, E326, E4665, E1830},

which completes step 2c.
Mapping as before, we have the 3-volcano in Figure 6.14.
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Finally, it is an easy matter to compute

HOK (X) = (X − 4492)(X − 4357)(X − 2900)(X − 5545)(X − 326)(X − 4665)(X − 1830)

= X7 + 1129X6 + 1073X5 + 815X4 + 5036X3 + 2823X2 + 5674X + 849,

which completes part 2d of the algorithm.

Remark 6.15. We will not always be so lucky as in Example 6.14 when computing
part 2c of the algorithm from 6.13. In general, the volcano will not have depth
d = 0. For instance, as is clear from Figure 6.14, if we had chosen to generate C(O)
with an ideal of norm 5, at each stage of our walk, we would have had to check
that our vertex remained on the surface using our height finding algorithm or some
similar procedure.

Remark 6.16. It is worth noting that to compute HO(X) (mod 6311), we only
needed to know Φ2, Φ3, and Φ5. (In fact, we could have completed the computation
without Φ3!)

While Example 6.14 was “cooked up” in the sense that the order was chosen
with prime class number (for simplicity of exposition) and E1999 was chosen to
have endomorphism ring of conductor 10 to illustrate the process of finding the
correct endomorphism ring, these computations are illustrative of the usual pro-
cedure for computing Hilbert Class polynomials. The savings in the size of the
modular polynomials are tremendous!

For more examples of isogeny volcanoes, complexity analysis, various implemen-
tation details, and other computations involving isogeny volcanoes, see [10].

7. Conclusions

Throughout this paper, we have seen the power of complex multiplication. In
characteristic zero, the elliptic curves with complex multiplication - i.e. with en-
domorphisms other than multiplication-by-an-integer - are quite rare. As we have
seen, the endomorphism rings are always orders in imaginary quadratic fields, and
the elliptic curves correspond to proper ideals in these orders. This suggested
that the ideal class groups of the orders and these elliptic curves should be re-
lated. Indeed, this relationship is incredibly strong. As we showed, in Corollary
5.16 and Theorem 5.17 (the First Main Theorem of Complex Multiplication), if
EndC(E) = O an order in the imaginary quadratic field K, then K(j(E)) is the
Hilbert class field of the order O, providing most of the modern progress towards
Hilbert’s 12th problem - to classify abelian extensions of number fields. Moreover,
we saw that Gal(K(j(E))/K) ∼= C(O) by a group isomorphism that preserves the
group actions on ELLC(O).

Along the way, we developed a pair of very important concrete tools: the mod-
ular polynomials Φm(X,Y ), which parameterize pairs of elliptic curves related by
a cyclic m-isogeny and the Hilbert class polynomials, HO(X), which have as their
roots the j-invariants of all curves with endomorphism ring O (over an algebraical-
ly closed field). Remarkably, from the results of Deuring discussed in Section 3.4,
we were able to conclude that these interpretations remain valid over any field,
not merely fields of characteristic zero. This had important computational conse-
quences. Since we saw that the elliptic curves with q + 1− t points over the finite

field Fq are those curves whose endomorphism ring is an order in K(
√
t2 − q), we
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could use knowledge of the Hilbert class polynomials HO(X) to find such curves.
This is the “CM method” discussed in Section 5.5.

Until recently, if was difficult to compute Hilbert class polynomials, because
traditional algorithms required knowledge of Φm(X,Y ) for large m. These poly-
nomials grow very quickly and were impractical either to store in memory or to
recompute as needed. Starting with the observation in Kohel’s PhD Thesis [3] that
the graph of elliptic curves related by `-isogenies has a very particular structure,
efficient algorithms were developed to compute HO(X) (mod p) for small primes p.
Again applying the work of Deuring, this allows us to find HO(X) - and therefore
all curves with a given endomorphism ring. We discussed one such algorithm and
the structure of this `-isogeny graph in Section 6.

While we have discussed answers to many important questions, ranging from the
purely theoretical to the computational, many questions still remain. The Main
Theorems of Complex Multiplication have been generalized to certain abelian vari-
eties, but in the vast majority of cases, Hilbert’s 12th problem remains incredibly
open. Given an arbitrary number field K, nobody knows how to classify it’s abelian
extensions.

On the computational side, there is also much work left to do. It seems natural
to expect that a similar structure would exist for the analogue of `-isogenies of
hyperelliptic curves, or possibly even more general abelian varieties. Much work
still needs to be done to determine what structure exists in this case and how it can
be exploited computationally - say to construct hyperelliptic curves with a given
number of points.

In any case, it is clear that Complex Multiplication and Isogeny Volcanoes are
important topics in the modern world of number theory and arithmetic geometry.
They will likely to remain major areas of research for the foreseeable future.
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